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Abstract

In the literature, thermal QCD has been explored non-perturbatively on the lattice
up to T ∼ 1 GeV and in perturbation theory, with analytical calculations, in the
corresponding dimensional reduced effective theory. Nevertheless, there is much
evidence, both on the theoretical and on the numerical side, that a perturbative
approach is not guaranteed to be reliable even at very high temperature. For in-
stance, for the Equation of State, perturbation theory can predict the coefficients
of the expansion up to a finite order in the strong coupling, due to non-perturbative
effects. In the SU(3) Yang-Mills theory, these effects have been found to be signifi-
cant even at the electroweak scale. For this reason, a non-perturbative approach up
to very high temperature is crucial for the understanding of the high temperature
regime of QCD.

The long-term objective of this thesis is to explore non-perturbatively the prop-
erties of thermal QCD in a wide range of temperatures, from 1 GeV up to the
electroweak scale, beyond which other SM degrees of freedom have to be taken
into account. In order to do so, the original contribution to this thesis contains
two different aspects.

The first part is related to the specific strategy we implemented to simulate
very large temperatures on the lattice. This strategy exploits a non-perturbative
definition of the strong coupling constant in a finite volume to renormalize the
theory and allows us to simulate an extremely large range of temperature with a
moderate numerical effort.

In the second part of this thesis we provide a first, concrete application of this
strategy, by computing the hadronic screening spectrum, i.e. the mesonic and the
baryonic screening masses, from about 1 GeV up to approximately 160 GeV.

In the mesonic sector the bulk of the masses is given by the tree-level value
2πT with a few percent positive deviation. Furthermore, the spin splitting between
the vector and the pseudoscalar masses turns out to be O(g4) in the entire range
of temperature and remains clearly visible up the electroweak scale. At low tem-
peratures the competition between quadratic and quartic terms in the coupling
constant leads, in the pseudoscalar mass, to an effective slope with opposite sign
with respect to the analytical result. At T ∼ 1 GeV, the various terms due to inter-
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actions accidentally cancel each other and the pseudoscalar mass turns out to be
very close to the free theory value 2πT . Given this cancellation, the O(g4) spin-
dependent term is responsible for the deviation of the vector mass from 2πT at the
lower end of the range of temperatures that we simulated. These considerations
show that the 1-loop order correction to the free theory value is not sufficient to
explain our results, in the entire range of temperature.

The exploration of the baryonic sector has been feasible thanks to the fact that
at sufficiently high temperature no depletion of the signal-to-noise ratio occurs.
The corresponding masses have been obtained with a few permille accuracy and
show at most a 8% positive deviation with respect to the free theory value 3πT .
As for the mesonic case, other contributions are still relevant both at high and low
temperatures. At the electroweak scale, the competition between cubic and quartic
terms in the coupling constant provides about 20% of the total contribution due
to interactions and, at T ∼ 1 GeV, those terms are responsible for the flattening of
the baryonic masses. This behaviour, however, cannot be explained by the O(g2)
perturbative correction.

Both in the mesonic and in the baryonic sector we observed chiral symmetry
restoration in the entire range of temperatures. Its manifestation results in the
degeneracy of various masses, a fact which is in agreement with Ward-Takahashi
identities obtained in presence of chiral symmetry.

These non-perturbative results are compatible with the effective field theory
prediction, while it is clear that the reliability of 1-loop order perturbation theory
is limited to temperatures well above the electroweak scale. These considerations
call for a non-perturbative study of thermal QCD up to very high temperatures
and the strategy proposed here provides a general framework to do that.
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Introduction and motivation

The Standard Model of Particle Physics (SM) is the Quantum Field Theory (QFT)
which describes three of the four fundamental interactions of nature, namely elec-
tromagnetic, weak and strong interactions. At the most fundamental level, it pro-
vides a quantum description of elementary particles in a relativistic framework.
In this sense, elementary particles in the SM are treated as excitations of the
underlying fundamental fields.

Since the second half of the XX century, when it was introduced, it passed sev-
eral experimental tests and, to date, it provides the best theoretical description of
fundamental interactions at the sub-nuclear level. Nonetheless, many physical phe-
nomena, ranging from gravitational interaction to dark matter and many others,
still remain outside any theoretical description provided by the SM.

In this context, Quantum Chromodynamics (QCD) is the Quantum Field The-
ory which describes the strongly interacting sector of the SM [8]. The work pre-
sented in this thesis especially deals with the description of strongly interacting
matter under extreme conditions.

QCD at high temperatures plays a fundamental rôle in particle and nuclear
physics, and in cosmology. Apart from its intrinsic theoretical interest, the collec-
tive behaviour of strongly-interacting particles is a crucial input for determining
the evolution of the early Universe. Today the quark-gluon plasma is also produced
and investigated at heavy-ion colliders, where some of its basic properties are es-
sential to analyze the experimental data. Due to asymptotic freedom, one could
hope that the dynamics of the quark-gluon plasma could be efficiently described
by a perturbative approach in the high temperature regime. Nevertheless, it is well
known, both on the experimental [9, 10] and on the theoretical side [11], that the
behaviour of the theory is strongly interacting.
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In this sense, a perturbative approach is not guaranteed to be reliable even
at very large temperatures [12]. Therefore, the lattice regularization provides the
only theoretical framework, in which a first principle, non-perturbative study of
the non-trivial dynamics of this plasma is possible. By construction thermal lat-
tice QCD is defined in euclidean space-time. Therefore it provides a useful tool for
studying euclidean observables, such as screening masses and other QCD thermo-
dynamics quantities. On the contrary, the calculation of real-time observables, like
particle production rates and other quantities, is more involved since it requires
an analytical continuation from imaginary to real times [13].

The work in this thesis is part of a much wider project which aims to a non-
perturbative study of thermal QCD up to very high temperatures.

The original contribution to this thesis contains two different aspects. The
first part is related to the specific strategy we implemented to simulate very large
temperatures on the lattice. Here we generalize to QCD the strategy which has
been successfully implemented for the SU(3) Yang-Mills theory in Ref. [14]. This
strategy exploits a non-perturbative definition of the strong coupling constant in
a finite volume to renormalize the theory and allows us to simulate an extremely
large range of temperature with a moderate numerical effort.

In the second part of this thesis we provide a first, concrete application of
this strategy, by computing the hadronic screening spectrum, i.e. the mesonic and
the baryonic screening masses, from about 1 GeV up to approximately 160 GeV.
These masses characterize the exponential decay of two-point correlation functions
of interpolating operators carrying mesonic and baryonic quantum numbers. They
are the inverse of the spatial correlation lengths which encode how the plasma
react when a state with that given set of quantum numbers is injected into the
system. Screening masses can be easily investigated numerically, they are related
to spectral functions and they signal the restoration of chiral symmetry at high
temperature.

In the literature, the calculations of these observables are limited to tempera-
tures below 1 GeV and in some cases, e.g. for the baryonic screening masses, no
result in the continuum limit is available yet.

The study contained in this thesis provides the first non-perturbative study of
the mesonic and baryonic screening masses from about 1 GeV up to the electroweak
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scale, with a very high accuracy. The high precision of our results allowed us to
analyze in details the temperature dependence induced by interactions.

In the mesonic sector, O(g4) terms are relevant in the entire range of temper-
atures. On one hand these terms are responsible for the accidental approach of
the pseudoscalar mass to the free theory value 2πT at T ∼ 1 GeV. On the other
hand, spin dependent terms, which turn out to be O(g4) over the entire range
of temperatures explored, are clearly visible at the highest temperatures where
the vector and the pseudoscalar masses are still different and at low temperature
where those are responsible for the 4% positive deviation of the vector mass with
respect to the free theory value 2πT . This behaviour cannot be explained by the
1-loop order perturbative correction obtained in the framework of the effective
field theory and the pattern of different contributions that we have found explains
why it has been difficult in the past to match lattice results at lower temperature
with the analytical behaviour at asymptotically high temperatures.

Similarly, in the baryonic sector, at the electroweak scale, the competition
between cubic and quartic terms in the coupling constant amounts to ∼ 20% of
the total contribution due to interactions and those terms are crucial to explain
the behaviour of the baryonic screening masses at the lower end of the range
of temperatures that we simulated. As for the mesonic case, the 1-loop order
perturbative correction is not sufficient to explain the non-perturbative lattice
data over the entire range of temperature.

These findings confirm previous lattice results obtained in the SU(3) Yang-
Mills theory and motivate a complete and systematic non-perturbative study of
thermal QCD up to the electroweak scale.

This thesis is organized as follows. In Chapter 1 we give a general outline on
the theory of strong interactions at zero temperature. QCD is defined in terms
of the continuum path intergral formulation, with a particular focus on its main
features, such as field content and renormalizability. A dedicated section is devoted
to discuss the QCD spectrum and its relations to the action symmetries and their
breaking. Chapter 2 is dedicated to introduce thermal QCD. The dimensionally
reduced effective theory is discussed as well as the consequences of thermal effects
on the hadronic screening spectrum. Chapter 3 is dedicated to give a general
introduction to the lattice regularization, which is the only theoretical framework
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which allows a non-perturbative study of QCD. To conclude this Chapter we spend
some time to discuss how the hadronic spectrum can be extracted from lattice
observables. In Chapter 4 we outline the lattice setup and the strategy used for
our lattice simulations. Finally Chapter 5 and 6 are dedicated to the numerical
results of this work. In the former we focus on the non-perturbative calculation of
the mesonic screening masses, while the latter is devoted to the baryonic ones. In
both cases, at the beginning of these Chapters some time is spent to discuss the 1-
loop order perturbative result for these masses which is obtained in the framework
of the dimensionally reduced effective theory [15].
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Chapter 1

Quantum Chromodynamics

Quantum Chromodynamics is the fundamental theory of strong interactions [8]
(for a reference textbook see ref. [16] and ref. [17, 18] for a perturbative and a
lattice approach respectively). It is defined as a renormalizable Quantum Field
Theory built on the SU(Nc) gauge symmetry group, where Nc = 3 is the number
of colours and describes the quantum interactions between colour-charged particles
like quarks and gluons. By construction QCD is a non-abelian theory, a fact which
makes its dynamics highly non-trivial. In contrast with Quantum Electrodynamics
(QED), which is the only abelian theory within the Standard Model, QCD exhibits
many non-perturbative features, like colour confinement and is able, by itself, to
explain the hadronic spectrum of QCD.

In the following sections we will review the main building-blocks to construct
QCD, i.e. its field content and the concept of renormalization, in euclidean space-
time1. Along with these definitions, we will devote some time to discuss some of
the main theoretical successes of QCD.

1.1 SU(3) Yang-Mills theory

In terms of field content, the SU(3) Yang-Mills theory contains the gauge field
Aµ(x) where µ = 0, . . . ,3 is a Lorentz index. From a representation theory point

1The usual (3+1)-dimensional minkoskian theory is mapped to the corresponding 4-
dimensional euclidean theory by a Wick’s rotation (tM = −itE)
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of view this field transforms under the adjoint representation of SU(3), which
translates into having a = 1, . . . ,N2

c −1 independent real gauge fields Aaµ(x) so that
Aµ(x) = Aaµ(x)Ta, where Ta is a basis of the SU(3) algebra (see App. A.1 for some
useful definitions). By taking into account a generic element of the SU(3) group
which can be written as

Ω(x) = exp [iεa(x)Ta] , (1.1)

we can define the SU(3) gauge transformations as local transformations acting on
the gauge field as

Aµ(x) Ð→ A′µ(x) = iΩ(x)DµΩ(x)† , (1.2)

where we defined the covariant derivative as

Dµ = ∂µ − iAµ . (1.3)

From these definitions, the QCD field strength tensor reads

Fµν = i [Dµ,Dν] = ∂µAaν − ∂νAaµ − i [Aµ,Aν] , (1.4)

and by writing Fµν = F a
µνTa and using the properties of the generators of the SU(3)

algebra (see eq. A.6), it can be written in the familiar form

F a
µν = ∂µAaν − ∂νAaµ + fabcAbµAcν , (1.5)

where fabc are the anti-symmetric structure constants of the SU(3) gauge group
defined in App. A.1. Notice that under gauge transformations the field strength
tensor transforms as

Fµν(x)Ð→ F ′µν(x) = Ω(x)Fµν(x)Ω†(x) . (1.6)

In order to build the Yang-Mills action for the gluon field we require this to be
gauge invariant and the corresponding theory to be renormalizable, which trans-
lates into taking into account only operators with mass dimension d ≤ 4, see Sec.
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Figure 1.1: On the left, the three point gluonic interaction and on the right the
four point gluonic interaction. The appearance of this type of interactions is due
to the non-abelian nature of QCD.

1.4 for a further discussion on this topic. There are only two different composite
operators which satisfy these requirements and, as a consequence, the action reads2

Sg [A] = ∫ d4x{ 1

2g20
Tr [FµνFµν] −

iθ

32π2
εµνρσTr [FµνFρσ]} , (1.7)

where the trace is over colour indices. While the abelian Yang-Mills action is a
theory of non-interacting massless gauge bosons, non-abelian theories, like the
SU(3) Yang-Mills theory, contain cubic and quartic terms in Aµ, which give rise
to gluonic self-interaction terms, whose Feynaman diagrams are depicted in Fig.
1.1.

Let us notice that gauge invariance allows the presence of the second term on
the r.h.s in the action, the so called θ-term, which would be responsible for the
breaking of the CP symmetry.

1.2 Fermions

Once the Yang-Mills sector of the action has been properly defined, QCD requires
the presence of quarks. Furthermore in order to preserve gauge invariance, quarks
must interact with gluons. In the most general case, the gauge field is coupled
to Nf different flavours of Dirac fermions transforming under the fundamental
representation of the colour group SU(3), namely each Dirac fermion is a three-
component vector in colour space, which transforms under gauge transformations

2Notice that the standard perturbative convention is easily recovered by simply making the
substitution Aµ(x)→ g0Aµ(x), where g0 is the bare coupling constant.
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as

ψ(x)Ð→ψ′(x) = Ω(x)ψ(x)

ψ̄(x)Ð→ψ̄′(x) = ψ̄(x)Ω†(x) , (1.8)

In terms of the Lorentz group a Dirac fermion transforms as a reducible represen-
tation of dimension 4, composed by a left-handed and a right-handed Weyl spinor,
which on the other hand transform as a (1/2,0) and (0,1/2) representation of the
Lorentz group respectively3. As for the pure gauge case, once the field content is
defined, the action is simply constructed by requiring it to be gauge invariant and
the corresponding theory to be renormalizable. There are only two operators with
mass dimension d ≤ 4, namely the kinetic and the mass term. This leads to the
usual expression for the Dirac action

Sf [ψ̄, ψ,A] = ∫ d4x ψ̄(x) [γµDµ +M0]ψ(x) , (1.9)

where the covariant derivative naturally introduces interactions with the gauge
fields. γµ are the Dirac gamma matrices, satisfying the Clifford algebra (see eq. A.8)
and M0 is the mass matrix, which can always be diagonalized with an appropriate
field redefinition. The action in eq. 1.9 holds for each of the quark flavours. The
full QCD action is finally given by

SQCD[ψ̄, ψ,A] = Sg[A] + Sf [ψ̄, ψ,A] , (1.10)

where the fermionic sector is meant to include all the possible fermion flavours,
i.e. in eq. 1.9 a sum over all the flavours is understood. Notice that the θ-term
appearing in eq. 1.7 is constrained by several experimental measurements of the
neutron electric dipole moment [19, 20, 21], which provides the upper limit θ ≲ 10−10

[22]. For this reason, it is often assumed θ = 0.
3Here we exploit the isomorphism between the proper Lorentz group SO(1,3) and SU(2) ×

SU(2)
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1.3 Path integral formulation

The action defined in eq. 1.10 is enough to define the theory at the classical level.
The corresponding quantum field theory is obtained by exploiting the path integral
formulation [23], where the formal partition function in euclidean space-time is
defined as

Z = ∫ DADψ̄DψDc̄Dce−SQCD , (1.11)

where D[⋅] denotes the path integral measure over all the possible fields configu-
rations. Let us stress that the definition in eq. 1.11 is purely formal and a rigorous
definition can be formulated on the lattice, see Chapter 3. In the expression above,
in order to keep Fermi-Dirac statistics for fermions, quark fields ψ and ψ̄ are not
simply c-number, but are Grassmann variables, i.e. they are anti-commuting ob-
jects, satisfying the Grassmann algebra. Furthermore the integral over the gluonic
fields is not well defined, since the integration is over an infinite number of equiva-
lent gauge configurations. The introduction of a gauge fixing term is needed and in
the Faddeev-Popov formalism it is achieved by introducing two additional terms
in the action, which now reads

SQCD[ψ̄, ψ,A, c̄, c] = Sg[A] + Sf [ψ̄, ψ,A] + SFP [c̄, c] + SGF [A] , (1.12)

where the Faddeev-Popov [24] and the gauge fixing contributions are respectively

SFP = −∫ d4x
2

g20
Tr [c̄∂µDµc] , (1.13)

SGF = ∫ d4x
λ0
g20

Tr [∂µAµ∂νAν] , (1.14)

where λ0 is the gauge fixing parameter and again the trace is over colour indices. In
the expression above the two fields c and c̄, which are called ghost and anti-ghost
fields respectively, have been introduced to make the integral over the gauge fields
finite. Those are Grassmann variables, but in order to preserve Lorentz invariance,
they transform as scalar fields under Lorentz transformations.

Let us stress that the Faddeev-Popov procedure holds to all orders in perturba-
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tion theory, but it does not apply at the non-perturbative level. Indeed, as pointed
out by Gribov, in a non abelian gauge theory the gauge fixing condition could have
multiple solutions leading to the so called Gribov copies, which limit this proce-
dure only to the perturbative analysis [25]. As a final remark, let us stress again
that the above expressions are just formal definitions. When the correct definition
of the path integral is introduced with a lattice regularization, the gauge fixing
and the Faddeev-Popov terms will be no longer required, as we will see in Chapter
3.

1.4 Renormalization

As mentioned in Sec. 1.1 after defining the field content of the theory and imposing
gauge invariance, the last step in order to define the QFT is the renormalization
step. This procedure is by itself composed of two different parts. The first one is
the so called regularization step and the second one is the one which defines the
renormalization scheme.

The regularization step is needed in order to define physical observables. In this
step one typically introduces a cut-off (or a regulator) to tame the ultraviolet (UV)
divergences in momentum integrals. Obviously the divergent part of the integrals
is recovered by taking the limit of vanishing regulator.

The regularization technique we use in this work is the so called lattice reg-
ularization, which provides the only theoretical framework which allows a non-
perturbative definition of QCD, see Chapter 3 for a further discussion. This kind
of procedure consists in discretizing the theory on a lattice with a spacing a, which
provides a cut-off at extremely small distances or, equivalently, in the high mo-
mentum region, i.e. we take into account momenta p < π/a only.

The path integral in eq. 1.11 is defined in terms of bare parameters, e.g. bare
quark masses and bare coupling constant. The choice of a set of renormalization
conditions defines the renormalization scheme and naturally introduces a depen-
dence on the cut-off in the bare parameters. On the lattice this is achieved by
using a so called hadronic scheme. In this kind of schemes bare parameters are
kept fixed for a give lattice spacing and their dependence on the cut-off is con-
strained by fixing the value of some computable observables, like hadron masses
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(e.g. Mπ,MN ,MK), to some value which is kept constant in the lattice spacing
[26, 27]. Given its importance in the present thesis, in Chapter 3 a section will be
dedicated to non-perturbative renormalization with further details and discussions.

At the perturbative level, dimensional regularization [28] is the most common
regularization procedure. It consists in computing all the amplitudes in D = 4− 2ε
dimensions. Other procedures deal with the introduction of a hard cut-off Λ which
implies to consider only momenta p < Λ [29].

The most common perturbative renormalization scheme is the so called min-
imal subtraction (MS) scheme, in which any divergent term in the cut-off is sub-
racted order by order [30, 31].

The general criterion to establish the renormalizability of a theory depends on
the mass dimension of the operators appearing in the action. Any operator O can
be classified in terms of the dimensionality of its coupling dg = dO − 4 as

• dg > 0: relevant operator.

• dg = 0: marginal operator.

• dg < 0: irrelevant operator.

A theory is renormalizable if contains all possible relevant and marginal operators
with the appropriate symmetries and in such case, it is sufficient to set a finite
number of renormalization conditions only. This is the case of QCD as for any
other theory within the Standard Model.

In the context of renormalization one can introduce the cut-off independent
renormalized parameters, which are defined as

g2(µ) = Zg(g0, aµ)g20 , M(µ) = ZM(g0, aµ)M0 , (1.15)

where the dimensionless constants Zi are renormalization scheme dependent and
depend both on the cut-off and on the so called renormalization scale µ. In the
same way, if one is interested in correlation functions involving fundamental fields,
we can define the renormalized fields as

ARµ = Z
1/2
3 (g0, aµ)Aµ , ψR = Z1/2

2 (g0, aµ)ψ , (1.16)
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Once the cut-off is removed, this procedure introduces a dependence on the scale
µ in the renormalized coupling and in the quark masses. This scale dependence
has deep implications for what concerns the nature of a QFT. As a final remark,
notice that, even though the renormalized parameters gain a scale dependence, any
physical observable, e.g. hadron masses, has to be scale and scheme independent
(see Sec. 1.4.2).

1.4.1 Renormalization group equations

Due to the renormalization procedure, some renormalized quantities, e.g. renormal-
ized parameters and renormalized correlation functions of fundamental operators,
might gain an explicit dependence on the renormalization scale µ. This dependence
is embedded in the so called renormalization group equations [32]. Let us consider
the most general case with nG gauge fields, nF fermionic fields and a generic scale
dependent correlation function ΓnG,nF . One can show that bare and renormalized
quantities are related by

(Z−1/23 )nG(Z−1/22 )2nFΓnG,nF

R ({xj};µ, g,M) = ΓnG,nF

0 ({xj}; g0,M0) , (1.17)

where ΓnG,nF

0 is the bare correlation function, which depends on the bare quantities
and implicitly on the cut-off, while ΓnG,nF

R is the renormalized correlation function
which depends on the renormalized quantities and on the scale µ only. Since the
bare correlation function does not depend on the scale, its derivative with respect
to µ vanishes. This leads to the well known non-perturbative Callan-Symanzik
equation [33, 34]

[µ ∂

∂µ
+ β ∂

∂g
+ τM ∂

∂M
− nGγ3 − 2nFγ2]ΓnG,nF

R = 0 , (1.18)

where for the renormalized coupling and the renormalized quark masses it holds

β(g) = µ∂g
∂µ
, τ(g) = µ

M

∂M

∂µ
, (1.19)
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and in the same way for the renormalized gluonic and fermionic fields

γ3(g) =
1

2
µ
∂

∂µ
lnZ3, γ2(g) =

1

2
µ
∂

∂µ
lnZ2. (1.20)

These equations encode how the renormalized parameters of the theory depend
on the scale, i.e. how a change in the renormalization scale affects the renormal-
ized parameters. In perturbation theory the β-function and the τ -function can
be expressed as an expansion in the renormalized coupling. For example, for the
β-function we obtain

β(g) = −g3
∞
∑
k=0

bkg
2k , (1.21)

where coefficients bk are computed at (k + 1)-th order in perturbation theory and
depend on the number of flavours Nf and on the number of colours Nc, thus on
the physical theory we are considering.

An interesting property of the above expansion is that the b0 and b1 coefficients
do not depend on the renormalization scheme, i.e they are universal and their
values are [35, 36]

b0 =
1

(4π)2
[11
3
Nc −

2

3
Nf] , b1 =

1

(4π)4
[34
3
N2
c − (

13

3
Nc −

1

Nc

)Nf] , (1.22)

while b2 and b3, namely the 3-loop and 4-loop coefficients, are scheme dependent
and their value in the MS scheme can be found in Ref. [37, 38]. Analogously, for
the τ -function for the quark masses it holds

τ(g) = −g2
∞
∑
k=0

dkg
2k . (1.23)

In this case the only universal coefficient is the one at 1-loop order in perturbation
theory, which reads

d0 =
1

(4π)2
3 (N2

c − 1)
Nc

. (1.24)

As a final remark, notice that the expressions in eq. 1.19 define a flow in parameters
space, which describes how the theory behaves at different energy scales. In this
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sense, the value of the coefficients in the perturbative expansion (see eq. 1.21 and
1.23) have a crucial rôle in the description of this flow.

A different, but equivalent, approach to renormalization was provided by Wil-
son in Ref. [39]. In this approach every QFT comes with an intrinsic cut-off and
represents a low energy description of a more fundamental theory, i.e. it is an effec-
tive theory which describes the infrared (IR) behaviour of the fundamental theory
below a certain UV energy scale. In this sense, the renormalization group provides
a map that link the fundamental theory to the QFT by integrating out high energy
scales. In this sense, the effects of relevant operators become increasingly impor-
tant at lower energies, while irrelevant operators give relevant contributions only
at high energy.

1.4.2 Λ-parameter

Phyical observables GR (µ, g,M) are independent of fundamental fields renormal-
ization and must be scale invariant, then, from eq. 1.18, they must satisfy the
renormalization group equation

{µ ∂

∂µ
+ β ∂

∂g
+ τM ∂

∂M
}GR (µ, g,M) = 0 . (1.25)

These quantities are usually called renormalization group invariant (RGI). Maybe
the simplest RGI quantity with mass dimension 1, one can obtain is the so called
Λ-parameter. We assume it to be independent of the quark mass, a fact which can
be achieved by employing a mass-independent renormalization scheme. In such
case we can choose a Λ-parameter of the form GR (µ, g) = ΛQCD(µ, g) = µf(g),
i.e. the scale dependence appearing in f(g) is cancelled by the factor µ. As a
consequence it has to satisfy

{1 + β ∂

∂g
} f(g) = 0 . (1.26)

This equation has a simple solution in terms of the β-function which reads

ΛQCD(µ, g) = µ exp{−∫
g

ḡ

dx

β(x)
} . (1.27)
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Notice that for ḡ → 0 the integral is divergent due to the vanishing β-function in
the weak coupling limit. In order to deal with this divergence we employ the 2-loop
perturbative expansion for the β-function defined in eq. 1.21. This leads to

ΛQCD(µ, g) = µ (b0g2)
−b1/2b20 e−1/2b0g

2

exp{−∫
g(µ)

0
dx [ 1

β(x)
+ 1

b0x3
− b1
b20x
]} .

(1.28)

A couple of comments are in order. First of all it is worth noticing that the def-
inition of ΛQCD in eq. 1.28 is totally non-perturbative and, even if b0 and b1 are
scheme independent, ΛQCD is not, i.e. the Λ-parameter is a scheme dependent RGI
quantity. On the other hand, notice that the appearance of the Λ-parameter, which
is - by definition - a dimensionful quantity, is due to the renormalization procedure
which takes place when defining a QFT. Even if we considered QCD in the mass-
less limit, which is, at classical level, a scale invariant theory, the quantization of
the theory breaks this symmetry leading to the appearance of ΛQCD, which then
defines the typical scale of QCD.

This phenomenon, which generates a dimensionful quantity from a theory
which is scale invariant at the classical level is called dimensional transmutation. In
a very similar fashion, by solving the τ -function defined in eq. 1.23 we can define
the invariant quark mass Mq, which, in contrast with ΛQCD, is not only a RGI
quantity, but is also scheme independent.

So far the renormalization scale was unphysical, however if we take it to be
of the order of the momentum transfer for a particular process µ ≃ Q, then the
renormalized coupling provides the strength of the strong interaction at that energy
scale. In this way, by applying the same analysis that led us to eq. 1.28, a generic
renormalization group invariant quantity with mass dimension d is a function of
the renormalized parameters and of scale Q and can be written as

GR ≡ µdG(
Q2

µ2
, g (µ) ,M (µ)) = QdG (1, g (Q) ,M (Q)) . (1.29)

If we restrict ourselves to the massless limit of QCD, then the Λ-parameter, being
the only energy scale of the theory, is sufficient to define the typical energy scale
of the observable. By taking advantage of dimensional transmutation, the above
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Figure 1.2: Left: the measurements of αs, as a function of the energy scale Q at
different orders in perturbation theory. Data from Particle Data Group, See Ref.
[22]. Right: Non-perturbative determination of the strong coupling constant on
the lattice using Schrödinger functional and gradient flow schemes. Data from the
ALPHA collaboration, see Ref. [40]

observable can be written as

GR = ΛdQCDG (1, g (Q)) , (1.30)

For instance, for hadron masses GR =MH (d = 1), it holds

MH = ΛQCD ×K , (1.31)

where K is a dimensionless, non-perturbative, scheme-dependent coefficient. As we
will see in Sec. 1.5, this has deep implications in hadron spectroscopy.

1.4.3 Running coupling and asymptotic freedom

The definition of the Λ-parameter in Sec. 1.4.2 fixes the value of the renormalized
coupling in a physical process which occurs at the energy scale Q.

An explicit solution to eq. 1.28 is easily obtained in the weak coupling limit, by
simply using the 2-loop perturbative expansion for the β-function which involves
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the b0 and b1 coefficients defined in eq. 1.22 and leads to

αs (Q) =
g2(Q)
4π

= 1

4πb0 ln (Q
2

Λ2 )

⎡⎢⎢⎢⎢⎢⎣
1 − b1

b20

ln (ln (Q
2

Λ2 ))

ln (Q2

Λ2 )

⎤⎥⎥⎥⎥⎥⎦
. (1.32)
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Figure 1.3: Summary of the determi-
nations of the running coupling both
perturbatively and non-perturbatively.
Yellow bands show the average of each
field, while the blue band corresponds
to the overall world average. From Ref.
[22]. Notice that the lattice average
does not include the latest results re-
ported in Ref. [41] but is limited to the
FLAG 19 report (see Ref. [42]).

Notice that the behaviour of the running
coupling depends on the sign of the b0

parameter in eq. 1.22 which is a func-
tion of the number of flavours Nf and
of the number of colours Nc. In partic-
ular, a negative-valued b0 would lead to
a Landau pole which makes the coupling
divergent at a specific value of Q. On the
other hand for positive values of the 1-
loop coefficient, the coupling vanishes for
Q→∞ and this somehow justifies a pos-
teriori the weak coupling expansion we
performed in eq. 1.32 leading to what is
called asymptotic freedom of the theory.
Physical QCD, with Nc = 3 and Nf = 6

falls in the latter case. The vanishing cou-
pling for Q → ∞ implies the validity of
perturbation theory to be restricted to
the high energy regime and the value of
ΛQCD provides the energy scale at which
the perturbative expansion breaks down
and non-perturbative effects start to be-
come relevant.

The Q-dependence of the running
coupling can be extracted precisely by
using a variety of experimental inputs us-
ing perturbation theory. This kind of de-
terminations involves at least NLO pre-
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Meson Mass (MeV)

8

π+ 139.57039(18)
π0 134.9768(5)
π− 139.57039(18)
K+ 493.677(16)
K0 497.611(13)
K̄0 497.611(13)
K− 493.677(16)
η 547.862(17)

1 η′ 957.78(6)

K+K0

π−

K− K̄0

π+

Q
=
−
1

Q
=
0

Q
=
+
1

S = +1

S = −1

S = 0π0 η

η′

Table 1.1: On the right the mesonic octet in blue and the singlet (η′) in red. Q
is the electric charge and S the strangeness quantum number. Isospin projection
along the third axis can be obtained by using the Gell-Mann-Nishijima formula
[50, 51]. On the left the corresponding masses. Data from Ref. [22].

dictions for τ decays [43], heavy quarkonia decays [44], PDF fits [45], hadronic
final states from e+e− annihilations [46], jets and tt̄ production in hadron colliders
[47, 48] and electroweak precision fits [49]. In order to compare different determi-
nations of αs those are typically rescaled to a standard energy scale, given by the Z
mass. In fig. 1.2 on the left the calculation of αs from different experimental input
at different orders in perturbation theory is shown, leading to the perturbative
average αs(MZ) = 0.1176(10) [22].

In addition to the perturbative determination of the running coupling, pro-
gresses in lattice calculations have made possible a non-perturbative determination
of the QCD running coupling from a few hundred MeV up to the electroweak scale.
In fig. 1.2 on the right the non-perturbative running of the coupling obtained in Ref.
[40] is shown. The world average lattice determination of the running coupling is
provided by the FLAG collaboration [41] and includes several determinations based
on step-scaling methods, potential at short distances, Wilson loops and heavy
quark two-point functions, leading to the final estimate αs(MZ) = 0.1184(8), which
provides a remarkable check that the experimental running of the coupling is per-
fectly reproduced by the theory. By combining perturbative and non-perturbative
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Figure 1.4: (a) Baryon octet, masses span from 938 MeV (p) to 1321 MeV (Ξ−).
(b) baryon decuplet, masses span from 1232 MeV (∆++) to 1672 MeV (Ω−).

determinations of the running coupling at the MZ scale, the final world average
quoted in Ref. [22] is αs(MZ) = 0.1179(9) (see fig. 1.3).

1.5 QCD hadronic spectrum

As we have seen in Sec. 1.4.3 at low energy the strong coupling constant diverges
making quarks and gluons strongly interacting. This behaviour suggest the phe-
nomenon of colour confinement and implies that neither free quarks nor free gluons
can be directly observed, but, on the contrary, only colour-singlet states are phys-
ical observables. The multiple experimental evidences of new particles made the
classification of hadronic states a long-standing problem well before QCD was
introduced. The first attempt to systematically classify the hadronic spectrum
was done by Gell-Mann in his seminal paper on the so-called Eightfold Way [52].
This classification was based on global quantum numbers of hadrons, such as
strangeness, isospin and electric charge and led, for Nf = 3, to the standard orga-
nization for mesons into a singlet and an octet depicted in fig. 1.1, while for the
baryons it led to the octet and decuplet representations (see fig. 1.4a and 1.4b).
Such organization encodes the underlying SU(3) flavour symmetry of the theory.
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Figure 1.5: Lattice determinations of the hadronic spectrum. Black horizontal lines
and grey boxes represent the experimental value of the masses and the corre-
sponding widths, while the remaining symbols denote the lattice estimate pro-
vided by different collaborations. Different symbols correspond to different lattice
discretizations for the Dirac operator. The plot includes results obtained with Wil-
son, Staggered, Twisted-mass Wilson and domain wall fermions. Open symbols for
π,K,N,Ξ,Ω denotes the masses used to fix the lines of constant physics, see Sec.
3.4.

In this way, if a (anti-)quark transforms as a (anti-)fundamental representation
of the flavour group SU(3), any mesonic state qq̄ can be expressed in terms of
irreducible representation of the flavour group SU(3) as

3⊗ 3̄ = 1⊕ 8 , (1.33)

and in the same way a baryonic state qqq is represented as

3⊗ 3⊗ 3 = 10S ⊕ 8M ⊕ 8M ⊕ 1A , (1.34)

where the subscripts are related to the symmetric properties of the state under
the exchange of two quarks (symmetric, mixed-symmetry and antisymmetric).

The prediction of the hadronic spectrum is one of the great success of QCD
at the non-perturbative level. In fig. 1.5 we report a summary of the most recent
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lattice determinations from different collaborations, from Ref. [22].
The specific procedure how the hadronic spectrum is extracted by lattice ob-

servables is discussed in details in Sec. 3.8 and subsections.

1.5.1 Chiral symmetry

A better understanding of the light hadronic mass spectrum is possible by looking
at the global symmetries of the action. Let us consider the fermionic action de-
fined in eq. 1.9 for a given number of flavours Nf in the massless quark limit. By
decomposing each Dirac spinor in terms of the left and right-handed Weyl spinors

ψL = P−ψ , ψ̄L = ψ̄P+ , ψR = P+ψ , ψ̄R = ψ̄P− , (1.35)

where the chiral projectors are defined as

P± ≡
1 ± γ5
2

, (1.36)

at the classical level the fermionic sector of the massless QCD action can be written
as

Sf [ψL, ψR, ψ̄L, ψ̄R,A] = ∫ d4x [ψ̄LγµDµψL + ψ̄RγµDµψR] . (1.37)

The action is clearly invariant under independent global rotations of the left and
right-handed spinor. This invariance is expressed in terms of two independent
unitary groups U(Nf), which define the so-called chiral group. The total symmetry
group is therefore

U(Nf)L ×U(Nf)R = U(1)L ×U(1)A × SU(Nf)L × SU(Nf)A . (1.38)

Given VL ∈ U(Nf)L and VR ∈ U(Nf)R, the transformation relations for the spinor
fields read

ψL → ψ′L(x) = VLψL(x) , ψR → ψ′R(x) = VRψR(x) , (1.39)
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and correspondingly for the adjoint fields. In the expression above the generic
element of the U(Nf)L/R group can be written in terms of the generators of the
algebra as

VL/R = exp [iθaL/Rτa] ≈ 1 + iθaL/Rτa , (1.40)

where a = 0, . . . ,N2
f − 1 and τa = {1, T a} with Ta being the SU(Nf) generators.

Notice that, since the chiral group acts on flavour indices only, the generators are
diagonal in Dirac and colour spaces, i.e. τa = τa ⊗ 1spin ⊗ 1colour.

As a final remark it is worth noting that, for massive quarks, under the chiral
group defined in eq. 1.38 the mass term in the action transforms as

ψ̄LMψR + ψ̄RM †ψL = ψ̄LV †
LMVRψR + ψ̄RV †

RM
†VLψL, (1.41)

It is then formally invariant under the chiral group if the mass matrix is promoted
to a spurion field, i.e. an external constant field which transforms under chiral
transformations as

M ′ = VLMV †
R ,

M ′† = VRM ′V †
L .

(1.42)

Notice that such invariance is only formal, since the content of the mass matrix
has now changed.

1.5.2 Ward-Takahashi identities

At quantum level the realization of chiral symmetry is quite different with respect
to the classical theory. In general, the presence of some symmetry in the action
does not guarantee, by any means, the invariance to survive in the corresponding
QFT. If a classical theory is invariant under some transformation and the quantized
theory is not, we talk about an anomaly. For instance, as we have already seen, even
if QCD with massless fermions is scale invariant at the classical level, the process
of quantization breaks down this invariance, by introducing the Λ-parameter. The
breaking of scale invariance can be traced back to the fact that the QCD energy-

18



momentum tensor is traceless at classical level, but it is not in the quantized theory.
This kind of anomaly is called trace anomaly.

The standard way to study the presence of any symmetry at quantum level is
by means of Ward-Takahashi identities (WTIs), namely identities between corre-
lation functions which provide the quantum extension to the current conservation
laws arising from Noether’s theorem. The core concept under WTIs is that, under
infinitesimal transformations of the fields, if the symmetry is not anomalous, it
holds

⟨δO⟩ = ⟨OδS⟩ , (1.43)

where δO is the variation of the operator under the transformation and δS is the
variation of the action.

It is convenient to rewrite the chiral symmetry group in terms of vector and
axial subgroups. Consider the transformations of the left and right-handed spinor
under the infinitesimal chiral transformations defined in eq. 1.39 and 1.40 and
recall that ψ = ψL + ψR, then

ψ → ψ′ = [1 +
θaL + θaR

2
τa + i

θaL − θaR
2

γ5 τ
a]ψ . (1.44)

Consequently we define the infinitesimal parameters for vector and axial transfor-
mations as

⎧⎪⎪⎪⎨⎪⎪⎪⎩

εaV =
1
2 [θaL + θaR]

εaA =
1
2 [θaL − θaR]

. (1.45)

In order to extract WTIs one usually promotes the global transformations to local
ones, otherwise, if no symmetry-breaking term appears in the action, δS = 0.
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Vector WTIs

Consider for the moment only local vector transformations, i.e.

δψ(x) = iεaV (x)τaψ(x)

δψ̄(x) = −iψ̄(x)εaV (x)τa . (1.46)

The most general WTIs are obtained by including the symmetry-breaking term in
the action, i.e. M ≠ 0. Assuming the chiral transformation to be localized in such
a way that εaV (x) = εaV δ(x − z), then by using eq. 1.43 we obtain

−iεaV ∂µ ⟨V a
µ (x)O(y)⟩ = −iεaV ⟨ψ̄(x) [M,τa]ψ(x)O(y)⟩ + ⟨δO(y)⟩ , (1.47)

where the singlet (a = 0) and non-singlet (a ≠ 0) vector currents are defined as

V a
µ (x) = ψ̄(x)γµτaψ(x) . (1.48)

So far we have never specified neither the field content nor the support of the
composite operator O(y), however by doing so a couple of interesting WTIs can
be derived.

On one hand, one can choose O(y) such that it is localized at y ≠ x and that it
holds ⟨δO(y)⟩ = 0 under vector transformations in eq. 1.46. In such case the WTI
in eq. 1.48 simplifies to

∂µ ⟨V a
µ (x)O(y)⟩ = ⟨ψ̄(x) [M,τa]ψ(x)O(y)⟩ . (1.49)

A couple of comments are in order:

• By restricting ourselves to the singlet vector transformations, i.e. τ 0 ∼ 1,
independently of the structure of the mass matrix M in flavour space, the
right-hand side of eq. 1.49 vanishes leading to the well-known baryon number
conservation law

∂0 ⟨V̄ 0
0 (x0)O(y)⟩ = 0 , (1.50)
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where the baryon number is defined as

V̄ 0
0 = ∫ d3xV 0

0 (x) . (1.51)

Thus the baryon number is a conserved charge in QCD independently of the
number of flavour and of the mass of the quarks.

• If we restrinct to the non-singlet vector transformations, i.e. τa = T a, the
right-hand side of eq. 1.49 vanishes only if M ∼m1, i.e. if the Nf quarks are
degenerate, which implies the conservation of V̄ a

0 , defined analogously to the
baryon number. Notice that this symmetry is the Nf extension of the isospin
symmetry for Nf = 2. In physical QCD, since quarks are not degenerate, it is
just an approximate symmetry, in which the breaking term is proportional to
the difference between the quark masses. For this reason, isospin is a good
approximation especially for Nf = 2 and, to a smaller extent, for Nf = 3,
while it is badly broken for Nf = 4 due to heavy mass of the charm quark.

On the other hand a particular case is recovered by choosing as composite
operator a non-singlet vector current O(y, z) = V b

ν (y)Õ(z) for b ≠ 0. Assume the
external operator Õ(z) to be invariant under non-singlet vector transformations
and recall that, by taking into account a local transformation, it holds for the
vector current

δV b
ν (y) = εaV δ(x − y)fabcV c

ν (y) , (1.52)

where fabc are the structure constants of the SU(Nf) group which satisfy the rela-
tions in App A.1. By assuming isospin symmetry, i.e. M ∼m1, The corresponding
WTI we obtain is

∂µ ⟨V a
µ (x)Vν(y)bÕ(z)⟩ = iδ(x − y)fabc ⟨V c

ν (y)Õ(z)⟩ , (1.53)

which reproduces in the Nf = 2 case the expected euclidean current algebra of
the SU(2) vector group. As a final remark, notice that the introduction of the
operator Õ(z) is crucial, otherwise the WTI obtained in eq. 1.53 would vanish,
being ⟨V b

ν (y)⟩ = 0 due to Lorentz invariance of the vacuum.
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Non-singlet axial WTIs

Consider now axial transformations, i.e.

δψ(x) = iεaA(x)τaγ5ψ(x)

δψ̄(x) = −iψ̄(x)γ5εaA(x)τa . (1.54)

Since singlet axial transformations (a = 0) lead to chiral anomaly, it is useful
to treat the singlet and non-singlet cases separately. For this reason we restrict
ourselves to the non-singlet sector of the axial transformations in eq. 1.54 and at
the end of this section we just give the formal definition of the anomalous WTI,
while we postpone the detailed discussion on the singlet case to Chapter 3. By
following the very same procedure as for the case of vector transformations and
employing eq. 1.43 we obtain for non-singlet axial transformations

−iεaA∂µ ⟨Aaµ(x)O(y)⟩ = −iεaA ⟨ψ̄(x)γ5 {T a,M}ψ(x)O(y)⟩ + ⟨δO(y)⟩ , (1.55)

where the non-singlet (a ≠ 0) axial current is defined as

Aaµ(x) = ψ̄(x)γµγ5T aψ(x) . (1.56)

Notice that a crucial difference arises in the case of axial transformations with
respect to the vector case. In eq. 1.55 an anti-commutator appears in the symmetry-
breaking term on the right-hand side, which implies that this symmetry is not
explicitly broken only if M = 0 for each flavours. By considering some specific
composite operator we can recover some particularly interesting WTIs:

• As we have done for the vector sector of the chiral transformation we may
expect to recover the current algebra for the axial transformations by simply
taking into account the composite operator O(y) = Abν(y), which implies

δAbν(y) = εaAδ(x − y)fabcV c
ν (y) , (1.57)

Notice that, in contrast with the non-singlet vector case, the variation of
a non-singlet axial current leads to a vector current. As a consequence, for
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massless quarks, the corresponding WTI reads

∂µ ⟨Aaµ(x)Abν(y)Õ(z)⟩ = ifabcδ(x − y) ⟨Vν(y)Õ(z)⟩ , (1.58)

where for the appearance of the interpolating operator Õ(z) a similar dis-
cussion for what has been done in the vector case holds. Again, eq. 1.58
reproduces the correct euclidean current algebra for the axial generators.
Notice that, as a direct consequence of eq. 1.58, the non-singlet axial trans-
formations do not form a group.

• Next we consider as composite operator a pseudoscalar density, defined as

O(y) = P b(y) = ψ̄(y)γ5T aψ(y) , (1.59)

which leads, by taking into account local transformations, to the variation

δP b(y) = iεaAδ(x − y)ψ̄(y) {T a, T b}ψ(y) (1.60)

which provides, if inserted into eq. 1.55, to the so-called partial conserved
axial current (PCAC) relation

∂µ ⟨Aaµ(x)P b(y)⟩ = ⟨ψ̄(x)γ5 {T a,M}ψ(x)P b(y)⟩

− δ(x − y) ⟨ψ̄(y) {T a, T b}ψ(y)⟩ . (1.61)

As we will see in Sec. 1.5.3, this relation has deep implication in the phe-
nomenon of spontaneous breaking of chiral symmetry and will provide a
clear explanation of the mass spectrum of flavour non-singlet pseudoscalar
mesons. In particular, assuming a diagonal mass matrix, i.e. M ∼m1 and us-
ing the anti-commutation relation between two SU(Nf) algebra generators,
the PCAC reads

∂µ ⟨Aaµ(x)P b(y)⟩ = 2m ⟨P a(x)P b(y)⟩ − δ
ab

Nf

δ(x − y) ⟨S0(y)⟩ , (1.62)

where we exploited the fact that the additional term dabc ⟨Sc(y)⟩ arising from
the anti-commutator of two generators is zero, since the non-singlet vector
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symmetry remains unbroken. In eq. 1.62 the singlet scalar density is defined
as

S0(y) = ψ̄(y)ψ(y) , (1.63)

and as we will see in Sec. 1.5.3 its vacuum expectation value provides the
order parameter of spontaneous chiral symmetry breaking.

Let us briefly discuss the U(1)A anomalous transformations. In this case the rela-
tion in eq. 1.43 has to be modified to take into account the anomalous contribution
coming from the non-invariance of the path integral integration measure. Therefore
eq. 1.43 becomes

⟨δSO⟩ + ⟨ln [J ]O⟩ = ⟨δO⟩ , (1.64)

where J is the determinant of the Jacobian of the transformation. In this way, the
anomalous WTIs read4

−iε0A∂µ ⟨A0
µ(x)O(y)⟩ = −2iε0ANf ⟨q(x)O(y)⟩ + ⟨δO(y)⟩ , (1.65)

where q(x) is non-zero topological charge density which is defined in the classical
continuum limit as

q(x) = 1

32π2
εµνρσTr [Fµν(x)Fρσ(x)] . (1.66)

1.5.3 Spontaneous chiral symmetry breaking

At quantum level, a symmetry is said to be spontaneously broken if the action is
invariant under this symmetry but the vacuum of the theory is not. Let us consider
a general infinitesimal transformation U ∼ 1 + iαjQj, where αj is an infinitesimal
parameter, Qj is a generator of the algebra of the symmetry group and j is a
generic quantum number related to that specific symmetry. The vacuum of the

4Here we just give a formal definition of the anomalous WTIs. Those can be properly derived
in the context lattice regularization by using Ginsparg-Wilson fermions and Lüscher symmetry,
see Chapter 3 for the detailed discussion.
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theory is not invariant under this transformation if

Qj ∣0⟩ ≠ 0 . (1.67)

First of all, recall that any WTI is valid only after the theory has been properly
renormalized, i.e the PCAC relation in eq. 1.62 holds only if expressed in terms of
renormalized composite operators as

∂µ ⟨AR,aµ (x)PR,b(y)⟩ = 2mR ⟨PR,a(x)PR,b(y)⟩ − δ
ab

Nf

δ(x − y) ⟨SR,0(y)⟩ , (1.68)

where the superscript "R" identifies renormalized operators. On one hand, the
singlet scalar density transforms as a (Nf , N̄f) + (N̄f ,Nf) representation under
chiral transformations, i.e. exactly as a mass term. For this reason the scalar density
renomalizes multiplicatively only in the massless quark limit, while for massive
fermions the renormalized scalar density mixes with the spurionic mass fields. On
the other hand, all the other composite operators appearing in eq. 1.68 only get
a multiplicative renormalization 5. Therefore, in the chiral limit the renormalized
WTI is totally equivalent to the one written in terms of bare composite operators6.
By setting y = 0, in the chiral limit it reads

⟨∂µAaµ(x)P b(0)⟩ = −δ(x)δ
ab

Nf

⟨S0⟩ . (1.69)

Notice that the singlet scalar density is invariant under the flavour (vector) sub-
group of the chiral group, while it is not invariant under non-singlet axial transfor-
mation and in the chiral limit its vacuum expectation value plays the rôle of order
parameter of chiral symmetry. In particular, even if the action is invariant under
non-singlet axial transformations, if ⟨S0⟩ ≠ 0 the axial current is not conserved
and the symmetry is spontaneously broken. On the other hand if ⟨S0⟩ = 0 chiral
symmetry is restored. In the language of statistical mechanics the symmetric phase

5The axial current does not renormalize at all (ZA = 1) and the renormalization constant
related to the pseudoscalar density is exactly the inverse of the renormalization constant of the
mass term, i.e. ZP = Z

−1
m . In this way in the chiral limit we obtain for the singlet scalar density

Z0
S = ZP .

6For this reason, in the following we omit the superscript "R".
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is called disordered phase while, in the case of spontaneous breaking we talk about
ordered phase.

By carefully studying the PCAC relation in eq. 1.69, if x ≠ 0 no contact term
arises on the right-hand side and by exploiting Lorentz invariance, the two-point
correlation function on the left-hand side can be written as

⟨Aaµ(x)P b(0)⟩ = δabk
xµ
x4
, (1.70)

where the constant k can be determined by simply integrating the WTI over a
4-sphere of radius R centered in x = 0, i.e

∫
∣x∣=R

dσµ ⟨Aaµ(x)P b(0)⟩ = −δ
ab

Nf

⟨S0⟩ . (1.71)

Since the integral is evaluated for x ≠ 0, we can put eq. 1.70 into eq. 1.71, which
fixes the value of k to

k = − 1

Nf

⟨S0⟩
2π2

, (1.72)

and finally the two-point correlation function reads

⟨Aaµ(x)P b(0)⟩ = −δab
xµ
x4
⟨S0⟩
2π2Nf

. (1.73)

Notice that if chiral symmetry is spontaneously broken, i.e. ⟨S0⟩ ≠ 0, this two-
point correlation function has a power-like suppression for large separations. If we
project it to zero momentum, if the theory had a mass gap we would expect an
exponential suppression dictated by the lowest energy state. By integrating the
two-point function (µ = 0) in space coordinates we get

∫ d3x ⟨Aa0(x)P b(0)⟩ ≡ ⟨Āa0(x0)P b(0)⟩ = − δ
ab

2Nf

⟨S0⟩ , (1.74)

which is constant in euclidean time, i.e. the integrated two-point correlation func-
tion does not show any exponential suppression and then no massive state is
present.
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As a final remark, notice that Goldstone theorem [53] relates the spontaneous
breaking of any continuous symmetry to the underlying energy spectrum. It states
that for every spontaneously broken continuous symmetry, the spectrum of the
theory contains one massless scalar particle known as Nambu-Goldstone boson
[54, 55]. The number of Nambu-Goldstone bosons is equal to the number of broken
generators, namely symmetry generators which do not preserve the ground state,
and the Nambu-Goldstone bosons quantum numbers are fixed by the quantum
numbers of the broken generators.

In the case of chiral symmetry we have N2
f − 1 broken generators leading to

N2
f − 1 massless Nambu-Goldstone bosons with JP = 0− quantum numbers, i.e

pseudoscalar mesons, which correspond to the pions in the case of Nf = 2 and to
the octet in table 1.1 for Nf = 3.

1.5.4 Matrix elements and GMOR relation

In QCD with physical quark masses chiral symmetry is explicitly broken and nei-
ther pions nor kaons are massless. In this context no Nambu-Goldstone boson arises
and we refer to the physical pseudoscalar mesons as pseudo Nambu-Goldstone
bosons. Since the term responsible for the explicit breaking, namely the quark
mass, is small, one could expect such breaking effects to be small too. If this is
the case, we might hope to be able to relate some features of the spectrum in the
massless limit to the physical spectrum with massive quarks.

By introducing a set of normalized pseudoscalar states ∣πa⟩ and by making
explicit the action of the pseudoscalar density and of the axial current on the
vacuum, the left-hand side of the PCAC relation in eq. 1.62 can be written in
terms of

⟨πb(p)∣P a(x) ∣0⟩ = −iδabGπe
Eπ(p)x0e−ip⋅x (1.75)

⟨0∣Aaµ(x) ∣πb(p)⟩ = iδabpµFπe−Eπ(p)x0e+ip⋅x , (1.76)

where we used the fact that the pseudoscalar density creates a pseudoscalar state
with energy Eπ = −ip0 and momentum p when acting on the vacuum in eq. 1.75. In
the same way, the structure in eq. 1.76 is completely fixed by Lorentz invariance. By
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combining these two expressions with the integrated two-point correlation function
in eq. 1.74 we obtain

⟨Āa0(x0)P b(0)⟩ = δab (GπFπ
2
) e−Eπ(0)x0 x0→∞ÐÐÐ→ δab

2
FπGπ , (1.77)

since as we have seen in the previous section, the two-point correlation function
projected to zero momentum has no dependence on the euclidean time. By com-
bining this relation with eq. 1.74, we obtain for the matrix element in the massless
limit

Gπ = −
⟨S0⟩
FπNf

. (1.78)

If we now focus on the massive case, the integrated two-point function at x0 ≠ 0
reads

∂0 ⟨Āa0(x0)P b(0)⟩ = 2m ⟨P̄ a(x0)P b(0)⟩ , (1.79)

where P̄ a is the non-singlet pseudoscalar density integrated over space coordi-
nates. By introducing a complete set of pseudoscalar states and making use of the
relations in eq. 1.76 and 1.75 we obtain

∂0 {δab
Gm
π F

m
π

2
e−Mπx0} = 2m{−δab (G

m
π )

2

2Mπ

e−Mπx0} , (1.80)

where Mπ = Eπ(0) and the superscript "m" denotes we are in the massive case.
This relation leads to

Gm
π =

M2
π

2m
Fm
π . (1.81)

Notice that the limit for m → 0 of both Fm
π and Gm

π is perfectly defined being
valid the relation in eq. 1.78. Thus we may take the massless limit of eq. 1.81 and
combine it with the massless result in eq. 1.78 to obtain the so-called Gell-Mann-
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Figure 1.6: The pion mass squared as a function of the RGI quark mass normalized
to (4πFπ)2. The central line is the contribution coming from eq. 1.83 by directly
measuring the expectation value of the singlet scalar density as in Ref. [56]. Upper
and lower solid lines represent the statistical error, while the dotted lines represent
the total error. From Ref. [57].

Oakes-Renner (GMOR) relation [58]

lim
m→0

(MπFm
π )

2

2m
= lim
m→0

Gm
π F

m
π

(1.78)= −⟨S
0⟩

Nf

. (1.82)

Finally, by expanding for small quark masses we obtain

M2
π = −2m

⟨S0⟩
NfF 2

π

+ O(m2) , (1.83)

where Fπ = limm→0Fm
π . Recalling that in the massless theory dimensional trans-

mutation implies that the only dimensionful scale of the theory is ΛQCD, it is
straightforward to see that, by dimensional analysis, it holds

Mπ ∼
√
mΛQCD . (1.84)

The results in eq. 1.83 and 1.84 are remarkable since we were able to relate the
massless theory which shows spontaneous chiral symmetry breaking to the ex-
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plicitly broken massive theory and to trace back the origin of the pseudoscalar
mesons masses to the order parameter of chiral symmetry breaking. Notice that
pseudoscalar mesons masses have a strong dependence on the quark masses which
implies we recover the spontaneous symmetry breaking pattern and the presence of
N2
f −1 massless Nambu-Goldstone bosons in the massless limit. In fig. 1.6 we show

the non-perturbative determination of the pion mass, for Nf = 2, as a function
of the renormalization group invariant quark mass together with the theoretical
prediction provided by the GMOR relation, see eq. 1.83, based on the direct cal-
culation of the scalar density by using the spectral density of the Dirac operator
as in Ref. [56]. On the other hand, for all the other hadrons dimensional trans-
mutation implies MH ∼ ΛQCD, which somehow explains the difference between
the pseudoscalar mesonic masses and all the other masses of the light hadronic
spectrum.
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Chapter 2

QCD at finite temperature

In this chapter we discuss the behaviour of the theory of strong interaction at
non-zero temperature. In this regime QCD plays a crucial rôle in understanding
a large number of physical processes spanning from the cosmological evolution of
the early universe to the interpretation of the experimental results of heavy ions
collisions (RHIC).

The natural way to introduce the path integral formulation for a thermal field
theory is given by a thermodynamic approach, called Mastubara formalism [59]. A
thermal quantum field theory is described in terms of the grand canonical partition
function, defined as

Z = Tr [e−β(H−µBQ)] = ∫ DADψ̄Dψ e−SQCD , (2.1)

where we included, as most general situation, also the finite baryon number chem-
ical potential µB corresponding to the conserved quark number Q = ψ̄γ0ψ. The
crucial difference with respect to the zero-temperature case in eq. 1.11 lies in the
integration limits over the temporal direction in the action. Being LQCD the QCD
lagrangian density, the action at finite temperature reads

SQCD [A, ψ̄,ψ] = ∫
β

0
dx0∫ d3xLQCD , (2.2)
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where β is the usual inverse of the temperature (kB = 1)

β = 1

T
. (2.3)

Notice that in the path integral definition of a thermal field theory the temper-
ature amounts to a boundary effect only, i.e. it is an IR effect. For this reason
the UV behaviour is left untouched and, as a consequence, the renormalization of
the theory can be carried out at zero temperature (or vice versa) and has to be
temperature independent.

Due to the compactification in the temporal extent, suitable boundary con-
ditions have to be imposed on quark and gauge fields. Since those fields have to
satisfy Fermi-Dirac and Bose-Einstein statistics respectively, it must follows

ψ(x0 + β,x) = −ψ(x0,x)

ψ̄(x0 + β,x) = −ψ̄(x0,x) (2.4)
Aµ(x0 + β,x) = Aµ(x0,x) . (2.5)

Such boundary conditions then extent to composite operators obtained by combin-
ing fermionic and gluonic fundamental fields. As a consequence, since the temporal
extent is compactified and the energy levels get quantized in this direction, it is
easy to see that the energy levels for fermionic and bosonic operators satisfy re-
spectively

kn = πT (2n + 1) , (2.6)
kn = 2πTn , (2.7)

where n ∈ Z. In analogy with statistical thermal field theory these energy levels
are called Matsubara frequencies.

In the following sections we will briefly discuss the main features that QCD
exhibits at high temperatures, i.e. the restoration of chiral symmetry and the so-
called deconfinement. Then we will focus on one of the approaches used for a
quantitative study of the high temperature regime of QCD, the dimensional re-
duced effective field theory. As we will see, at asymptotically high temperatures
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QCD effectively behaves as a three-dimensional effective gauge theory, whose dy-
namics is completely non-perturbative, with gauge fields coupled to static heavy
quarks and to a scalar Higgs-like field.

2.1 Colour deconfinement and chiral symmetry
restoration

As we have seen in Sec. 1.5.3, at zero temperature the non-zero expectation value
of the singlet scalar density leads to the spontaneous breaking of chiral symmetry
and to the appearance of massive pseudo Nambu-Goldstone bosons. On the con-
trary, there is much numerical evidence that at non zero temperature, the vacuum
expectation value of the scalar density rapidly drops to zero due to thermal effects,
giving rise to an effective restoration of chiral symmetry [60].

Similarly, at zero temperature the U(1)A symmetry is broken by a non-trivial
topological structure of the vacuum which leads to the chiral anomaly. At finite
temperature, both in the pure Yang-Mills theory [61] and in full QCD [62, 63,
64, 65] numerical and analytical results show that the topological charge distribu-
tion is extremely peaked at Q = 0. In particular, in QCD with three degenerate
flavours of mass m the semiclassical analysis provided by the dilute instanton gas
approximation predicts the topological susceptibility to be proportional to T −bm3

with b ∼ 8. As a consequence, only the zero topological sector is relevant if the
temperature is large enough and an effective restoration of the U(1)A symmetry
is expected.

Quark deconfinement is the other distinctive property of QCD at high temper-
ature. As seen in Sec. 1.4.3 at zero temperature the non-abelian nature of QCD
makes quarks and gluons strongly interacting, leading to colour confinement. At
non-zero temperature there is both numerical and experimental evidence that QCD
undergoes a transition from a confined phase, in which the relevant degrees of free-
dom are colour-singlet particles to a deconfined phase. Even if there is currently
no analytical proof of such behaviour, quark confinement can be partially under-
stood by scrutinizing the functional dependence of the static potential between two
heavy quarks qq̄. At zero temperature the static potential grows linearly with the
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Figure 2.1: Columbia plot showing different possible scenarios for the transition
from a confined phase with colour-singlet degrees of freedom to a deconfined phase.
The blue point represents the smooth cross-over for physical light and strange
quark masses. From Ref. [66].

quark-antiquark separation until the string breaking and the qq̄ pair production.
Thus the binding energy can be seen, in a pictorial way, to be stored in a flux
tube connecting the quark-antiquark pair, whose energy increases with the sepa-
ration. At high temperature the situation is quite different. Indeed the functional
dependence of the static potential is modified by colour screening and in this picto-
rial representation, flux tubes begin to fluctuate producing complex structures, or
networks, which results in a competition between binding energy and entropy. At
sufficiently high temperatures entropy becomes dominant because of the high num-
ber of possible configurations of flux tubes. These complex networks lead to the
loss of information about quark and antiquark bound state, which is interpreted
as the deconfinement transition.

Large efforts have been devoted to the study of this transition in the last few
years, in particular on the lattice (for a recent review see Ref. [67]). The behaviour
of such transition has been studied for different number of flavours Nf and different
values of the quark masses. Most of the studies were performed in the pure SU(3)
gauge theory with infinitely heavy quarks (quenched approximation), where the
transition from a confined to a deconfined phase can be directly traced back to the

34



spontaneous breaking of the global center symmetry Z(3), for which the vacuum
expectation value of the Polyakov loop provides the order parameter. For physical
quark masses it was argued that there is no non-analytical phase transition [68, 69],
but a smooth crossover between the two phases [70, 71]. Recent studies pointed
out the pseudo-critical temperature to be T = 156 MeV [72]. Finally, away from the
physical point the situation is more involved and the nature of the transition is still
debated, in particular for small quark masses. Currently our best knowledge about
this phase transition is encoded in the so-called Columbia plot, see fig. 2.1. Notice
that, we restricted the discussion to the zero baryon number chemical potential
case. If also the µB ≠ 0 case is included possible extensions to the Columbia plot
have been proposed and the appearance of new exotic states of matter in the QCD
phase diagram is expected [73].

The existence of such new state of matter, called quark-gluon plasma (QGP), in
which colour charges are screened, was first proposed in the seventies [74, 75] and
widely studied in the past twenty years through relativistic heavy ions collisions
experiments [76, 77, 78]. To date it is believed to be a strongly-coupled fluid both
from experimental [9, 10], and theoretical evidence [11].

2.2 Effective theory description

In this section we review the main ingredients to build the effective field theory
(EFT) approach to thermal QCD. As usual for an effective field theory, it is based
on the appearance of a scale hierarchy, which, in this case, implies also a dimen-
sional reduction.

On one hand, dimensional reduction is strictly related to the compactification
of the temporal extent in which the thermal QFT is defined and can be related
to the fact that field fluctuations are suppressed for separations smaller than the
inverse temperature. On the other hand, the appearance of a scale hierarchy is due
to the fact that the coupling constant at asymptotically high temperature vanishes
thanks to asymptotic freedom.

Once the scale hierarchy is properly identified, in order to construct the effective
field theory for thermal QCD, we follow the standard prescription which involves
the following steps:
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• Identify the soft and heavy degrees of freedom

• Identify the action symmetries

• Write down the most general lagrangian for the soft degrees of freedom
which is invariant under the symmetries of the system and contains higher
dimensional operators

• Fix the value of the effective lagrangian parameters, i.e. the low energy con-
stants by matching with the original theory.

Since EFT are typically low energy description of the full theory, the last step
is somehow crucial to guarantee that the IR behaviour of the theory is correctly
reproduced.

2.2.1 Dimensional reduction

Due to the compact temporal extent at finite temperature the Fourier transform
for gauge and quark fields reads

Aaµ(x0,x) = T∑
n
∫

d3p

(2π)2
ei(pnx0+p⋅x) Ãaµ(pn,p) ,

ψ(x0,x) = T∑
n
∫

d3p

(2π)2
ei(pnx0+p⋅x) ψ̃µ(pn,p) , (2.8)

where the sum is meant to be over bosonic and fermionic Matsubara frequencies
respectively. By employing this definition for the Fourier transform and by setting
the gauge fixing parameter λ0 = 1 in eq. 1.12, the kinetic term of the gluonic action
and the gauge fixing term can be written as

Skin + SGF =
T

2g20
∑
n
∫

d3p

(2π)2
Ãaµ(pn,p) [p2n + p2] Ãaµ(pn,p) , (2.9)

where pn are the bosonic Matsubara frequencies. Notice that, in such a way, the
action is completely factorized into each Matsubara mode contribution. Being the
probability distribution for the gauge field proportional to the Boltzmann factor
e−Sg−SGF , we notice that in the high temperature limit, if we consider large fluc-
tuations, i.e. small spatial momentum ∣p∣, gauge field configurations related to
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non-zero Matsubara frequencies are suppressed by the temperature and the only
relevant contribution in eq. 2.9 comes from the zero Matsubara mode, n = 0.

Equivalently, eq. 2.9 can be seen as a sum of three-dimensional actions for
vector fields with mass pn. In the large temperature limit, non-zero Matsubara
modes are infinitely heavy and decouple from the theory so that the dynamics of
the gauge fields is completely dominated by the zero modes, which are, however,
possibly affected by infrared divergences.

A similar discussion holds for fermion fields with the only, relevant, difference
that fermion fields have no zero Matsbura mode, i.e. p0 ≠ 0. By performing a
Fourier transform in the temporal extent, the action for a free massless fermion
can be written in mixed coordinate-momentum space as

Sf = T∑
n
∫ d3x ˜̄ψ(pn,x) [ipnγ0 + ∂kγk] ψ̃(pn,x) , (2.10)

with k = 1,2,3 and now pn = πT (2n + 1) are the fermionc Matsubara frequencies.
Notice that, since no zero Matsubara mode exists for fermions, at high tempera-
tures quarks can be treated as heavy, static fields with mass ∼ πT .

In the language of effective field theories we can identify the zero modes with
the soft degrees of freedom which are, however, infrared sensitive. While, non-zero
modes are the heavy degrees of freedom which must be integrated out, when taking
into account physical processes that take place at energies much lower than the
temperature, or equivalently which involve distances much larger than the compact
temporal extent.

Given the analysis we performed in the free case, since for sufficiently large
temperatures we do not expect any difference, in the following we will assume that
the relevant degrees of freedom are given by the zero Matsubara modes for the
gauge fields, while the fermionic fields will be treated as heavy fields. Based on
such field content, in the following sections, the high temperature effective field
theory is derived.
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2.2.2 Electrostatic QCD

With the definitions given in Sec. 2.2.1 we are now able to build the effective
theory which describes thermal QCD at distances much larger than β = 1/T .
As mentioned, the relevant soft degrees of freedom are given by the zero modes
appearing in the gauge action. The corresponding effective action has to preserve
rotational and translational invariance in the spatial directions, along with gauge
invariance. Notice that, since we are integrating out field fluctuations at much
smaller distance than the temporal extent, the soft degrees of freedom are constant
in the temporal direction. This implies that the effective action has to be invariant
under a three-dimensional gauge transformation. Equivalently the SU(3) element
appearing in the gauge transformation in eq. 1.2 has to be x0-independent. This
leads to the gauge field transformations

A′j(x) Ð→Ω(x)Aj(x)Ω†(x) + i
g
Ω(x)∂jΩ†(x) ,

A′0(x) Ð→Ω(x)A0(x)Ω†(x) , (2.11)

which implies that at high temperature the field content of the effective theory is
given by a three-dimensional gauge field Ai and by a scalar field A0 transforming
under the adjoint representation of the SU(3) gauge group. This has implications
on the possible higher order operators to be included in the effective lagrangian,
since three-dimensional gauge invariance does not forbid any mass term for the
scalar field A0, which is, on the contrary, not allowed at zero temperature by
four-dimensional gauge invariance.

By combining all these ingredients we can write the effective action for what
is usually called Electrostatic QCD (EQCD), which reads

SEQCD = ∫ d3x{1
2
Tr [FijFij] +Tr [(DjA0) (DjA0)] +m2

E Tr [A2
0]

+ λ(1)E (Tr [A2
0])

2 + λ(2)E Tr [A4
0]} + . . . (2.12)

where the dots stand for higher dimensional operators. Those are operators with
mass dimension d ≥ 4 which are then suppressed as 1/T d−3 [79, 80]. Notice that
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in eq. 2.12 i = 1,2,3 and Fij = i/gE [Di,Dj] with the covariant derivative defined
as Di = ∂i − igEAi1. With this normalization the gluonic fields appearing in the
EQCD action are three-dimensional fields with mass dimension [Ai] = [A0] = 1/2.
The parameters appearing in eq. 2.12 can be perturbatively matched by computing
Green’s function in the effective theory and in the corresponding full theory. For
instance, mE and gE are obtained at several orders in Ref. [81, 82, 83, 84]. At
leading order their expression reads

m2
E = g2T 2 (Nc

3
+
Nf

6
) + O(g4T 2) ,

g2E = g2T + O(g4T ) . (2.13)

In this context the scalar field mass mE is often called Debye mass [85] and is
responsible of the screening of the chromo-electric field at high temperature. Notice
that the appearance of the non-zero thermal mass for the scalar field A0 makes it
less sensitive to potential non-perturbative IR effects.

Given the scales appearing in eq. 2.13 it is natural to define, up to some nu-
merical factor, the following scale hierarchy

g2E
π
≪ mE ≪ πT . (2.14)

2.2.3 Magnetostatic QCD

Once Matsubara non-zero modes have been integrated out, the degrees of freedom
of the resulting effective theory (EQCD) are given by a three dimensional SU(3)
gauge field coupled to a massive scalar field A0. At asymptotically high tempera-
ture, due to the scale hierarchy in eq. 2.14, the Debye mass can be interpreted as a
high energy scale and the corresponding field A0 is a heavy degree of freedom. Fol-
lowing the same steps as before, if we consider physical processes at energy scales
which are much lower than mE, then we can integrate out the scalar field to ob-
tain a new effective theory, whose degrees of freedom are just the three-dimensional

1To be consistent with previous works in the literature, in the context of the dimensional
reduced effective theory we use the perturbative definition for the covariant derivatives and for
the field strenght tensor.
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SU(3) gauge fields. Such effective theory is named Magnetostatic QCD (MQCD)
and its action reads

SMQCD = ∫ d3x{1
2
Tr [FijFij]} + . . . . (2.15)

Notice that three-dimensional gauge invariance does not allow, at this order, any
mass term for the gauge field, which will be at least O(g2T ). As a consequence,
we expect physics related to the chromo-magnetic field to be more subject to IR
effects. The most important consequence arising from eq. 2.15 is that the effective
coupling g2E ≈ g2T , appearing in the definition of Fij, is the only energy scale of
the theory. This implies that any dimensionful quantity, e.g. mass gap, potentials,
string tension, at asymptotically high temperature has to be proportional to g2E
[79].

2.2.4 Infrared problem

Now that the hierarchy of the energy scales has been properly identified, we can
better understand how non-perturbative effects can potentially spoil perturbative
expansions at high temperature. In principle, since the coupling constant is small
if the renormalization scale µ is of the same order of the temperature, one could
expect perturbation theory to be a viable choice for the study of QCD dynamics
at high temperature if the theory is not affected by infrared divergences.

In order to examine if a perturbative expansion is possible or not, it is con-
venient to define a dimensionless expansion parameter. Being the coupling of the
three-dimensional Yang-Mills theory g2E ∼ g2T , it is natural to assume as a dimen-
sionaless expansion parameter

ε ≈ g
2T

M
, (2.16)

where M represents the thermal mass of each field, or more generally, the relevant
scale of each effective field theory. This leads to the following considerations [79]:

• For fermions the lowest Matsubara sector brings M = πT . As a consequence,
ε ∼ g2/π and a perturbative approach is possible if g2 ≪ π.
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• Zero Matsubara modes related to the scalar field A0 develop a thermal mass
M =mE ∼ gT , which leads to ε ∼ g. As a consequence perturbation theory is
still viable for g ≪ 1.

• From eq. 2.15 at this order gauge invariance does not allow a mass term for
the zero modes of the chromo-magnetic field. For this reason any potential
mass term has to be, at least, O(g2T ) which leads to ε ≳ 1. As a consequence
chromo-magnetic dynamics can only be treated non-perturbatively.

The non-perturbative behaviour of the chromo-magnetic dynamics is known as
infrared or Linde problem [12] and is responsible for the limited applicability of
perturbation theory up to a finite order only. An example of such effects can be
found in the perturbative determination of the QCD Equation of State (EoS) which
is limited at O(g6 ln(1/g)) [86, 87].

As a final remark, notice that the perturbative treatment of the theory in the
framework of the dimensional reduced effective theory is then limited both by the
chromo-magnetic infrared problem and by the constraint dictated by the scale
hierarchy in eq. 2.14.

2.2.5 Heavy quark action

Let us now focus on the fermionc sector of the QCD action. As we have seen in
Sec. 2.2.1 quarks behaves as heavy fields with mass ∼ πT . By employing the non-
relativistic representation for the Dirac gamma matrices defined in eq. A.17 the
Dirac operator can be written as

γ0 /D =
⎛
⎝
D0 + iD3 −εjkDjσk

εjkDjσk D0 − iD3

⎞
⎠
, (2.17)

where εkj, for k = 1,2, is the totally anti-symmetric Levi-Civita symbol in two di-
mensions, i.e ε12 = −ε21. This representation is particularly useful because it allows
to factorize the propagation in the 3-direction and, as we will see in the following,
it is suitable to study screening processes along the 3-direction. In this represen-
tation, it is convenient to write the fermionic field in terms of two components
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spinors as

ψa(pn,x) =
1√
T

⎛
⎝
χpn(x)
φpn(x)

⎞
⎠
. (2.18)

Notice that with the above normalization χ and φ are meant to be three-dimensional,
two-components spinor fields with mass dimension [φ] = [χ] = 1. By employing eq.
2.17 and the definition in eq. 2.18 the fermionic action in the mixed coordinate-
momentum representation (see eq. 2.10) for the lowest Matsubara mode (n = 0)
can be written as

Sf = ∫ d3x {iχ† [p0 − gA0 +D3]χ + iφ† [p0 − gA0 −D3]φ

+φ†εklDkσlχ − χ†εklDkσlφ} . (2.19)

From this starting point, the first step to build an effective description for static
quarks is to identify the heavy and the soft modes. Notice that at high temperature
quarks are almost on-shell. In this region one spinor is a light field, while the other
is a heavy field. For instance in the static limit, i.e. for small transverse momentum
p⊥, close to the pole p3 ≈ ip0, χ is the light component while φ is the heavy one. In
analogy with what is usually done in the framework of the heavy quark effective
theory (HQET) [88] we can integrate out heavy modes by solving the equations of
motion for the heavy component and substitute it into the action. For instance,
by solving the equation of motion for φ† we obtain

φ = iεklDkσl
p0 − gA0 −D3

χ , (2.20)

And similarly for χ†. By inserting such terms into the action and expanding in
powers of 1/p0, close to the poles p3 ≈ ±ip0, the Dirac action can be factorized into
the χ and φ contributions as

Sf = ∫ d3x iχ† [p0 − gA0 +D3 −
1

2p0
(D2

k +
g

4i
[σk, σj]Fkj)]χ

+ iφ† [p0 − gA0 −D3 −
1

2p0
(D2

k +
g

4i
[σk, σj]Fkj)]φ + O (

1

p20
) . (2.21)
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Notice that, due to the different sign in the kinetic term in the 3-direction, the
action above describes forward propagating χ and backward propagating φ fields
in the 3-direction for p0 > 0.

If we consider the theory with Nf degenerate heavy quarks, the action in eq.
2.21 is invariant under flavour rotations SU(Nf). This symmetry is explicitly bro-
ken by any non-degenerate mass term, however, for sufficiently large temperatures
any breaking effect is supposed to be small as long as the quark mass is a low
energy scale with respect to p0 = πT . Furthermore, up to the term g

4i [σk, σj]Fkj,
the action is invariant under two independent spin-transformations belonging to
the SU(2)spin group

⎧⎪⎪⎪⎨⎪⎪⎪⎩

φ → φ′ = e−iεφΣφ

χ → χ′ = e−iεχΣχ
, where Σ = {σ1, σ2, σ3} . (2.22)

Notice that the only term in eq. 2.21 which is not invariant under spin-symmetry
is the chromo-magnetic interaction term which can be written in the familiar form

Omag =
g

4i
[σk, σj]Fkj = −g σ3 ⋅ B3 , (2.23)

where B3 = −1
2εklFkl is the chromo-magnetic field along the 3-direction. The full

symmetry for each spinor is SU(2Nf) which is usually called in the HQET, heavy-
quark spin-flavour symmetry.

At this level we integrated out the heavy degrees of freedom and the corre-
sponding effective theory for non-relativistic quarks can be constructed by simply
taking into account operators with higher mass dimension and with the correct
symmetries.

In this context, before explicitly constructing the effective field theory, it is
useful to define some power counting rules, to properly include all the higher
dimensional operators up to some order. Being the theory described in eq. 2.21
a theory of heavy quarks only, in the construction of the EFT we proceed in
analogy with the so-called Non Relativistic QCD (NRQCD) [89]. NRQCD power
counting is somehow less trivial than the case of the HQET where the only two
scales appearing are ΛQCD (the soft scale) and the heavy quark mass mQ (the
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heavy scale). As a consequence, in the HQET any operator with mass dimension
4 + d scales as (ΛQCD/mQ)d. On the other hand in NRQCD the situation is more
involved and the power counting is not explicit in the action due the appearance
of three different energy scales, i.e. the quark mass, the quark three-momentum
and the quark kinetic energy, denoted as mQ,mQv and mQv2 respectively [90, 91].
Notice that in the case of the dimensional reduced non-relativistic effective theory
the situation is even more involved due to the fact that the three scales depend
explicitly on the running coupling (see eq. 2.14).

Power counting rules can be extracted by simply imposing each term in the
action to be O(1). In such a way, in analogy with the NRQCD, by defining m = πT ,
v = g, we can write each scale as:

• ultrasoft scale: mv2 ∼ g2T

• soft scale: mv ∼ gT

• hard scale: m ∼ T .

by scrutinizing each term in eq. 2.12, 2.15 and 2.21 we obtain for each fundamental
field and composite operator the power counting reported in table 2.1.

By taking into account the degrees of freedom and the field content in eq.
2.21 together with the power counting we discussed so far, the most general three
dimensional effective action for static quarks, which interact with soft and ultra-
soft gauge fields only, including operators up to O(g4T 2), reads [92, 93]

SNRQCD = ∫ d3x iχ† [M − gEA0 +D3 −
1

2p0
(D2

k +
gE
4i
[σk, σj]Fkj)]χ

+ iφ† [M − gEA0 −D3 −
1

2p0
(D2

k +
gE
4i
[σk, σj]Fkj)]φ , (2.24)

where we introduced the matching coefficient M ∼ πT + O(g2T ). Currently the
matching coefficient has been computed at 1-loop order by matching the quark
pole mass in the three dimensional theory and in full QCD [15]. Its expression
reads

M = πT + g2T CF
8π
+ O(g4T ) . (2.25)
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Operator Power counting
gA0 mv3/2 g3/2T

gAk mv2 g2T

χ,φ mv gT

p0 mv2 T

∂3 mv2 g2T

∂k mv gT

gAk∂k mv3 g3T 2

(gAk)2 m2v4 g4T 2

∂k (gAk) m2v4 g4T 2

g [σk, σj]Fkj m2v4 g4T 2

Table 2.1: Power counting for each operator appearing in the heavy quark action up
to order 1/p0. In the second column the estimate of the power counting is given in
analogy with NRQCD, while in the third column the corresponding power counting
in terms of gauge coupling and temperature is provided.

As a final remark, notice that, being eq. 2.24 an effective field theory, each higher
dimensional operator should in principle come with a matching coefficient cO.
However since those can be expanded in the coupling constant as cO ≈ 1 +O(g2),
higher order correction would only contribute to sub-leading terms in the action.

2.3 QCD hadronic screening spectrum

In this section we review how the phase transition from a confined, chirally broken
phase to a deconfined and chirally symmetric regime impacts on the spectrum of
QCD. As seen in Sec. 1.5.4 at zero temperature, masses of particles associated to
some particular operators with a given set quantum numbers are obtained by prob-
ing the exponential fall-off of some suitable correlation functions at large euclidean
time separations. In general at finite temperature, one can probe correlation func-
tions in one of the spatial directions. For a generic interpolating operator O, the
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correlation function in the 3-direction is defined as

Gkn(x3) = ∫
β

0
dx0 e

iknx0 ∫ dx1 dx2 ⟨O(x)O(0)⟩ , (2.26)

where O carries the quantum number we are interested in and kn is the Matsubara
frequency we are projecting on the two-point correlation function2. At finite tem-
perature such correlation functions are often referred to as screening correlation
functions. The reason is that we can easily relate the mass which regulate the expo-
nential fall-off of the correlator, namely the screening mass m(kn)O , to the so called
screening correlation length ξO = 1/m(kn)O . Screening lengths describe the response
of the quark and gluon plasma when an excitation with the quantum numbers
carried by O is present in the system. The corresponding screening masses are
defined in terms of the asymptotic behaviour of the screening correlation function
in eq. 2.26 as

m
(kn)
O = − lim

x3→∞

∂3Gkn(x3)
Gkn(x3)

. (2.27)

Before looking at the consequences of chiral symmetry restoration, we can
somehow understand some properties of the screening spectrum at asymptotically
high temperature by directly scrutinizing in detail each term appearing in the
effective action for non-relativistic quarks, see eq. 2.24. On one hand, in the free
massless theory hadronic screening masses have to be uniquely determined by the
lowest Matsubara frequency of each quark. As a consequence, hadrons composed
of n massless quarks in the lowest Matsubara sector will have a mass mn = nπT .
On the other hand, for asymptotically high temperature, i.e. p0 → ∞ in eq. 2.24,
the theory is symmetric under both flavour and spin transformations, i.e. generic
hadrons composed of n massless quarks have the same mass, regardless to the spin
and the flavour composition.

Notice that at very high temperatures, any effect due to the presence of a non-
zero quark mass mq is expected to be negligible as long as mq ≪ T . In particular,
the expected correction to the screenning mass, in the free theory, for a generic

2The Matsubara frequency is fermionic or bosonic (see eq. 2.6 and 2.7 respectively) depending
on the operator quantum numbers.
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hadron composed of n quarks is given by

mn =
n

∑
i=1

√
(πT )2 + (mi

q)
2 ≈ nπT + 1

2

n

∑
i=1

mi
q
2

πT
+ . . . . (2.28)

It is then clear that for sufficiently large temperatures any contribution coming
from the mass term is suppressed. As a representative example, the relative contri-
bution coming from the up and down quark masses in a meson (n = 2) at T = 1 GeV
is approximately ≲ 6× 10−5%, while the strange quark mass contribution amounts
at 0.02% at the same temperature3.

As a final remark notice that spatially-separated two-point correlation func-
tions like the one in eq. 2.26 are related to spectral functions ρkn(ω, p3) by the
spectral representation

Gkn(x3) = ∫
∞

0

dω

πω ∫
+∞

−∞

dp3
2π

eip3x3ρkn (ω, p3) . (2.29)

Analogously, we can derive the spectral representation for temporal correlation
functions, which however involves a kernel which is in general temperature de-
pendent and depends on the spin-statistics nature of the interpolating operator
associated to the correlation function [94].

At zero temperature due to Lorentz invariance, spectral densities extracted
from spatial and temporal correlators contain the same physical information with
poles due to the presence of physical particles. At finite temperature, spectral func-
tions encode modifications of the hadronic structures due to the thermal medium.
Thermal effects modify the characteristic structure of resonance peaks appearing
in the spectral functions. Since for asymptotically high temperatures the screen-
ing mass approaches the free field theory value in eq. 2.28, the study of thermal
effects on screening masses can provide insight on the in-medium modifications of
hadronic states due to thermal effects which are then expected to shift and broaden
characteristic peaks in spectral functions. As T → 0, since the theory is Lorentz
invariant, the screening mass in eq. 2.27 goes to the zero-temperature value of the

3We quote mu = 2.20(8) MeV, md = 4.69(5) MeV and ms = 93.1(6) MeV. Here we use the
values of the quark masses reported in Ref. [22]. Those are obtained by lattice simulations and
converted to the standard MS scheme at the renormalization scale µ = 2 GeV by using continuum
perturbation theory.
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pole-mass which is extracted by probing the large distance behaviour of temporal
correlation functions, see Sec. 3.8. In this sense, screening correlation functions are
particularly suitable to probe thermal modifications to the spectral functions [95],
since those can be studied at very large separations, while temporal correlation
functions are limited by the compact temporal extent.

2.3.1 Chiral symmetry

At zero temperature non-singlet chiral symmetry is spontaneously broken and
the singlet axial group is broken by the anomaly. On the other hand above the
deconfinement temperature not only the chiral condensate is highly suppressed
leading to chiral symmetry restoration, but also the singlet axial symmetry is
effectively restored due to the strong thermal suppression of non-zero topological
sectors.

As a consequence we expect this restoration pattern to produce substantial
effects on the hadronic spectrum. As done in Sec. 1.5.3, the clearest way to highlight
such effects is to extract suitable relations between two-point correlation functions
associated to different interpolating operators. In particular in the following we
will make extensive use of the PCAC relation in eq. 1.55 and of the anomalous
WTIs in eq. 1.65. For this reason it is useful to recall their expression

−iεaA∂µ ⟨Aaµ(x)O(y)⟩ = −iεaA ⟨ψ̄(x)γ5 {T a,M}ψ(x)O(y)⟩ + ⟨δO(y)⟩ , (2.30)
−iε0A∂µ ⟨A0

µ(x)O(y)⟩ = −2iε0ANf ⟨q(x)O(y)⟩ + ⟨δO(y)⟩ . (2.31)

Notice that here we follow the very same procedure as done before in Sec. 1.5.2, i.e.
we will only consider local chiral transformations, e.g. εaA(x) = εaAδ(x−y). The only
difference lies in the fact that at finite temperature the temporal extent is finite
and when computing integrated WTIs we have to be careful about (anti-)periodic
boundary conditions. This will simply translate into taking into account (anti-)
periodic delta functions in the temporal extent, i.e. δ(x−y) = δ(3)(x−y)δβ=1/T (x0−
y0).
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2.3.2 Mesonic Ward-Takahashi identities

Consider as interpolating operator the composite operator obtained by multiplying
a non-singlet vector current by a non-singlet axial current

O = Abσ(z)V c
ν (y) . (2.32)

Under local axial non-singlet transformations in eq. 1.54 the variation of such
operator reads

δO = εaA(z)fabdV d
σ (z)V c

ν (y) + εaA(x)facdAbσ(z)Adν(x) , (2.33)

Then the whole WTI (see eq. 2.30) reads

−iεaA∂µ ⟨Aaµ(x)Abσ(z)V c
ν (y)⟩ = −iεaA ⟨ψ̄(x)γ5 {T a,M}ψ(x)Abσ(z)V c

ν (y)⟩ (2.34)
+ εaAfabd ⟨V d

σ (z)V c
ν (y)⟩ + εaAfacd ⟨Abσ(z)Adν(y)⟩ .

Then if we take the massless limit M = 0 and σ = ν = k, by using the anti-symmetric
property of fabc, it can be written as

−iεaA∂µ ⟨Aaµ(x)Abk(z)V c
k (y)⟩ = fabc [εaA ⟨V c

k (z)V c
k (y)⟩ − εaA ⟨Abk(z)Abk(y)⟩] . (2.35)

Notice that at zero temperature the l.h.s of the equation above is different from
zero due to the spontaneous breaking of chiral symmetry and, as a consequence,
the ρ(770) mass and the a1(1260) mass are different [22] and more generally there
are not degenerate parity partners in QCD. On the contrary, if chiral symmetry
is restored, which is the case of the high temperature regime of QCD, the l.h.s
vanishes. Then by taking into account local transformations and by integrating
over space-time, by a flavour rotation, the whole integrated WTI leads to

⟨V a
k (z)V a

k (y)⟩ = ⟨Aak(z)Aak(y)⟩ . (2.36)

Since for large spatial separations the behaviour of these two-point correlations
functions is dominated by the corresponding lowest energy state, eq. 2.36 implies
the degeneracy of the vector and the axial screening masses. As we will see in the
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following, similar considerations hold for other mesonic channels.
By following the very same procedure and using the interpolating operator

defined as

O = P b(z)S0(y) , (2.37)

the corresponding variation is readily obtained

δO = iεaA(z)ψ̄(z) {T a, T b}ψ(z)S0(y) + 2iεaA(y)P b(z)P a(y)

= iεaA(z)ψ̄(z){dabcT c +
δab

Nf

}ψ(z)S0(y) + 2iεaA(y)P b(z)P a(y) . (2.38)

By restricting to the case a = b which implies daac = 0 (see App. A.1), the integrated
WTI in presence of chiral symmetry leads to

2 ⟨P a(z)P a(y)⟩ = − 1

Nf

⟨S0(z)S0(y)⟩ , (2.39)

and, as a consequence, to the degeneracy between the masses related to the scalar
and to the pseudoscalar densities.

In a very similar way we can consider the interpolating operator

O = Sb(z)P 0(y) (2.40)

which leads, similarly to eq. 2.39, to

2 ⟨Sa(x)Sa(y)⟩ = − 1

Nf

⟨P 0(z)P 0(y)⟩ . (2.41)

Notice that, in principle one could try to relate the singlet to the non-singlet
currents by selecting interpolating operators like O = V b

µ (z)A0
ν(y) and O′ =

Abµ(z)V 0
ν (y). However, such interpolating operators would lead to trivial two-point

correlation functions like ⟨V c
µ (z)V 0

ν (y)⟩, and similarly for O′.
In the same way, we can try to relate masses associated to different chan-

nels by using anomalous axial transformations. Let us consider, for instance, the
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interpolating operator

O = P 0(z)S0(y) , (2.42)

and the corresponding variation under singlet transformations

δO = 2iε0A(z) ⟨S0(z)S0(y)⟩ + 2iε0A(y) ⟨P 0(z)P 0(y)⟩ . (2.43)

By inserting such variation in eq. 2.31, the corresponding integrated WTI is readily
derived and reads

⟨S0(z)S0(y)⟩ + ⟨P 0(z)P 0(y)⟩ = Nf ⟨QP 0(z)S0(y)⟩ . (2.44)

Notice that the above WTI explicitly depends on the value of the topological
charge. At zero temperature there is no suppression of non-zero topological sectors
and, as a consequence, the singlet scalar meson and the pseudoscalar one are
not degenerate. On the other hand, as the temperature increases thermal effects
suppress any contribution coming from non-trivial topological sectors leading to
an effective restoration of the U(1)A symmetry. In such case the right-hand side
of eq. 2.44 vanishes and the scalar and the pseudoscalar flavour-singlet screening
masses become degenerate.

In the same way if we consider the non-singlet analogue of eq. 2.42

O = P a(z)Sa(y) , (2.45)

the corresponding variation reads

δO = 2iε0A(z)Sa(z)Sa(y) + 2iε0A(y)P a(z)P a(y) , (2.46)

and, by combining with eq. 2.31, leads to the integrated WTI

⟨Sa(z)Sa(y)⟩ + ⟨P a(z)P a(y)⟩ = Nf ⟨QP a(z)Sa(y)⟩ (2.47)

which again implies the degeneracy of the non-singlet scalar and pseudoscalar
screening masses if Q→ 0.
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Figure 2.2: In red the degeneracy pattern of the mesonic sector of the screening
masses if the axial non-singlet symmetry is not spontaneously broken and if only
the Q = 0 topological sector is not suppressed by thermal effects. In blue the
degeneracy pattern of the baryonic screening masses due to the restoration of non-
singlet chiral transformations.

Similarly to what we observed for non-singlet transformations, if one tries to
relate singlet currents to non-singlet ones by using singlet transformations the
corresponding WTIs are trivial.

By combining the WTIs obtained in presence of non-singlet axial symmetry
with the ones derived by imposing the U(1)A symmetry, a non-trivial degeneracy
pattern between mesonic screening masses arises at high temperature. This leads
to the standard degeneracy relations which is represented in fig 2.2.

For completeness, we mention that recently [96, 97] it has been proposed a
much larger symmetry restoration pattern above the critical temperature, and in a
limited range of temperatures, which would lead to the degeneracy of the screening
masses related to some additional channels, including the masses associated to the
singlet and non-singlet vector currents.

2.3.3 Baryonic Ward-Takahashi identities

Similar considerations hold for baryonic interpolating operators. Let us consider
an interpolating operator which carries the nucleon quantum numbers. The most
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general such operator is

N(ΓA,ΓB) = εabc (uTaΓBdb)ΓAdc (2.48)

where ΓA and ΓB are specific combinations of gamma matrices, with the only
constraint that ΓB does not contain any spatial gamma matrix, which would, oth-
erwise, produce a spin-3/2 Rarita-Schwinger operator [98]. Notice that in eq. 2.48
the transposition acts on spinor indices only, while εabc guarantees the operator to
be an anti-symmetric, singlet operator in colour space. In general such interpolat-
ing operator has no definite parity quantum number, for this reason it is common
to introduce the projector on positive and negative parity state P±. By making
the definite choice of measuring correlation functions along the 3-direction such
x3-parity projector is defined as P± = (1±γ3)/2. In this thesis we restrict ourselves
to the study of nucleon interpolating operators of the form

N± = εabc (uTaCγ5db)dcP ± , (2.49)

where we simply set ΓB = Cγ5, where C is the charge-conjugation operator defined
in eq. A.2 and ΓA = 1. In order to make the consequences of chiral symmetry
restoration clear, let us consider the interpolating operator

O = Tr [γ5P±N(z)N(y)] , (2.50)

where the trace has to be taken over Dirac indices. Notice that under non-singlet
chiral transformations only flavour-conserving transformations lead to non-trivial
WTIs. This amounts to take into account chiral transformations involving diagonal
SU(Nf) algebra generators only (see eq. A.7 for Nf = 3). Moreover, due to the
flavour structure of the nucleon operator, which only contains up and down quarks,
we can restrict ourselves to the SU(2) sub-algebra. In such case quark fields, under
diagonal chiral transformations we have

δua(x) = iεγ5ua(x)

δdb(x) = −iεγ5db(x) , (2.51)
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and similarly for ūa and d̄b. Under such transformations the variation of the oper-
ator in eq. 2.50 reads

δO = εTr [P±N(z)N(y)] + εTr [P∓N(z)N(y)] . (2.52)

Then if combined with eq. 2.30 and assuming chiral symmetry to be not sponta-
neously broken, i.e ⟨δO⟩ = 0, it leads to

Tr [P±N(z)N(y)] = −Tr [P∓N(z)N(y)] , (2.53)

which implies the degeneracy of the masses of the positive and the negative nucleon
parity partners. Notice that at zero temperature due to the spontaneous breaking
of chiral symmetry the positive (nucleon) and the negative (N∗) parity pole-masses
differ by several hundreds of MeV [22]. For this reason, the comparison between
these two masses provides a solid test of the restoration of chiral symmetry in the
high temperature regime.
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Chapter 3

Quantum Chromodynamics on
the lattice

As mentioned in Sec. 1.3 the definition of the path integral given in eq. 1.11 is
formal. A rigorous and mathematically well-defined definition of the path integral is
obtained by defining the theory on a finite lattice and the corresponding continuum
path integral is obtained by taking the limit of vanishing lattice spacing. In such a
way, fields are evaluated on a finite number of lattice sites and the corresponding
path integral is a well-defined mathematical object involving a finite number of
degrees of freedom.

3.1 Preliminaries

Typically we define the lattice Λ as the set of points within an hypervolume L0 ×
L1 × L2 × L3 in euclidean time, where L0 is the lattice extent in the temporal
direction and Li is the extent in the ith spatial direction. More formally the lattice
is defined as the subset of R4 [99, 100]

Λ = {x ∈ R4 ∣ x =
3

∑
µ=0

nµaµ̂ , nµ = −
Lµ
2a
,−
Lµ
a
+ 1, . . . ,

Lµ
2a
− 1} , (3.1)

being µ̂ = êµ the unit vector along the µ-direction and a the lattice spacing. In a
similar way, by going to momentum space we can define the reciprocal lattice as
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the set

Λ̃ = {p ∈ R4 ∣ pµ =
2π

Lµ
nµ} , with − π

a
≤ pµ ≤

π

a
. (3.2)

In this way, the lattice spacing not only allows a well-defined definition for the path
integral, but also naturally provides the UV cut-off in momentum space integrals,
which are now restricted to the Brillouin zone (BZ).

Once the lattice has been properly defined, the next step is to define the dis-
cretized theory. Notice that this procedure is not unique and can lead to different
discretized actions for the same theory. The only requirement is that, once we take
the limit a→ 0, the correct continuum action must be obtained. The simplest way
to obtain the lattice theory is to naïvely discretize each operator appearing in the
continuum action.

Consider for the moment a generic field φ(x). Its lattice discretization is simply
given by evaluating the field on the discrete lattice site x ≡ na. By taking into
account finite differences, we can define the forward and backward derivatives as

∂µφ(x) →
φ(x + aµ̂) − φ(x)

a
≡
δx+aµ̂,y − δx,y

a
φ(y) , (3.3)

∂∗µφ(x) →
φ(x) − φ(x − aµ̂)

a
≡
δx,y − δx−aµ̂,y

a
φ(y) , (3.4)

and the symmetrized derivative as

1

2
(∂∗µ + ∂µ)φ(x) →

φ(x + aµ̂) − φ(x − aµ̂)
2a

≡
δx+aµ̂,y − δx−aµ̂,y

2a
φ(y) . (3.5)

With these definitions, in the following sections we will discuss how the QCD action
can be discretized on the lattice. Sec. 3.2 and 3.3 will be devoted to properly define
the gauge and the fermionic sector of the action on the lattice. Along with the main
definitions, we will deal with some of the main difficulties that arise when putting
fermions on the lattice. The rest of the chapter is dedicated to technical details
about how a proper lattice calculation is carried out, namely the renormalization of
the theory on the lattice and how gauge field configurations are generated. Finally
a section is dedicated to discuss how the QCD hadronic spectrum can be extracted
non-pertubatively from lattice calculations.
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3.2 SU(3) gauge theory on the lattice

In order to properly define the gluonic sector of the QCD action on the lattice,
the main ingredient we have to take into account is gauge invariance. Notice that
due to the derivative appearing in the non-abelian gauge transformation in eq.
1.2, after taking into account discretized derivatives, gauge field transformations
do not hold any more at finite lattice spacing. For this reason a different approach
which allows the construction of a gauge invariant discretized action is desiderable.
Such different approach was provided by Wilson in Ref. [101] and is based on the
continuum notion of parallel transporter. The parallel transporter in the continuum
theory is defined as the element of the SU(3) gauge group obtained by taking a
path-ordered exponential of the integral of the gauge field along the path Γ

U (x, y) ≡ P exp{−i∫
y

x
dzµAµ(z)} , (3.6)

where Γ is the path connecting the two space-time coordinates x and y. Notice
that, in eq. 3.6, the path-ordering is crucial since the SU(3) group is non-abelian.
Under gauge transformations, it transforms as

U (x, y) → U ′ (x, y) = Ω(x)U (x, y)Ω†(y) . (3.7)

By moving to the context of lattice regularization, the corresponding parallel trans-
porter, which connects two nearest-neighbour lattice sites along the direction µ,
can be written as1

Uµ(x) ≡ U(x,x + aµ̂) =P exp{−ia∫
1

0
dz Aµ(x + zaµ̂)} . (3.8)

The discretized version of the parallel transporter connecting two nearest-neighbour
lattice points is called link variable and is taken as fundamental field instead of
the algebra-valued fields Aµ. Notice that by taking advantage of the definition of
the parallel transporter in eq. 3.6, being the link variables oriented objects, the

1Here Aµ is the lattice discretization of the gluonic field. In the following we will use the
same notation for continuum and lattice quantities, since the ambiguity can be resolved from the
context.
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following relation for the inverse link variable holds

U−1µ (x) = U †(x,x + aµ̂) = U(x + aµ̂, x) . (3.9)

Correspondingly, under gauge transformations the link variable transforms as

Uµ(x) = Ω(x)Uµ(x)Ω(x + aµ̂)† . (3.10)

In this way, if the lattice theory is constructed by taking into account link variables
as fundamental fields, rather than the gauge field Aµ, being valid eq. 3.10, we can
define a theory which is gauge invariant at finite lattice spacing. Notice that, by
expanding for small lattice spacing the definition of the link variable in eq. 3.8 and
using eq. 3.10, one can easily recover the gauge field transformations in eq. 1.2 up
to O(a2) corrections.

Starting from the definition of the link variable, we can construct gauge invari-
ant lattice operators by simply taking the product of link variables. The simplest
gauge invariant quantity one can define is the so-called plaquette

Uµν(x) ≡ Uµ(x)Uν(x + aµ̂)U †
µ(x + aν̂)U †

ν(x) . (3.11)

Recalling the relations in eq. 3.9 one can see that the definition of the plaquette
amounts to consider the smallest closed loop of link variables in the (µ̂, ν̂)-plane.
Its graphical representation is given in fig. 3.1. By expanding the link variable for
small lattice spacing, i.e.

Uµ(x) = e−iaAµ(x+aµ
2
) (3.12)

and by using the Campbell-Hausdorff formula, the plaquette field can be written
in terms of the gauge field as

Uµν = exp{−ia2 [∂µAν(x) − ∂νAµ(x) − i [Aµ(x),Aν(x)] + O(a)]}

= exp{−ia2 [Fµν +O(a)]} (3.13)

where ∂µ denotes the forward derivative on the lattice and the last step is obtained
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Uµ(x + ν̂)†

x x + µ̂

x + µ̂ + ν̂x + ν̂
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Figure 3.1: On the left, the lattice on which the theory is discretized. L is the lattice
extent in the given direction, while a is the lattice spacing. On the right, the link
variables and the plaquette: four different link variables define the plaquette field
(red lines).

in analogy with the definition of the link variable, by writing the plaquette in terms
of elements of the SU(3) algebra.

By taking into account the expression above for the plaquette, a possible gauge
invariant, discretized version of the Yang-Mills action is provided by the Wilson’s
plaquette action [101]

S
(W)
g = β

2
∑
x
∑
µ,ν

{1 − 1

2Nc

Re Tr [Uµν]} , (3.14)

where the bare coupling constant has been parametrized through the β-parameter
as β = 2Nc/g20. As done before, by expanding for small lattice spacing, it is possible
to show that, by taking the continuum limit extrapolation, this reproduces the
expected continuum Yang-Mills action in eq. 1.7, i.e.

Sg =
1

2g20
a4∑

x
∑
µ,ν

Tr [Fµν(x)Fµν(x)] + O(a2) . (3.15)

The last ingredient we need for a well-defined definition of the path integral for
the SU(3) Yang-Mills theory is the integration measure. The functional integral is
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now performed over the SU(3) compact group and its integration measure reads

DU = ∏
µ
∏
x

dUµ(x) . (3.16)

Notice that the proper definition of the link integration measure relies on the
so called Haar measure which provides the correct measure to integrate over the
SU(3) group manifold. Given a generic element V of the SU(3) algebra, the Haar
measure is invariant under left and right multiplication, i.e.

dUµ = d (UµV ) = d (V Uµ) . (3.17)

Furthermore, being the path integral invariant under a generic change of variables,
under gauge transformations in eq. 3.10, it immediately follows that the Haar
measure satisfies

dUµ(x) = d (Ω(x)Uµ(x)Ω†(x + µ̂)) , (3.18)

As a final comment, notice that, in contrast with the continuum theory in which
the formal definition of the path integral requires a gauge fixing term, in lattice
regularization such term is not needed anymore. Indeed the continuum gauge fixing
was introduced to avoid the appearance of an infinite factor in front of the path
integral when integrating over equivalent gauge field configurations, however on the
lattice the integration is over compact group-valued variables which then makes
the integral finite and well-defined.

3.3 Fermions on the lattice

Similarly, we can construct the fermionic action on the lattice by naïvely discretiz-
ing the corresponding continuum action. Let us consider, for the moment, the free
Dirac action in the massless limit. By employing the definition of the symmetrized
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derivative in eq. 3.5, the free Dirac action is readily discretized as

Sf =
a4

2
∑
x

ψ̄(x)γµ (∂∗µ + ∂µ)ψ(x)

= a
4

2
∑
x

{ψ̄(x)γµψ(x + aµ̂) − ψ̄(x)γµψ(x − aµ̂)} , (3.19)

where the second line is simply obtained by expanding the definition for the sym-
metrized derivative. By adding gauge interaction we need the additional require-
ment for the action to be gauge invariant under SU(3) gauge transformations. By
recalling how fermion fields transform under gauge transformations (see eq. 1.8), it
is straightforward to define the lattice covariant forward and backward derivatives
as

∇µψ(x) =
1

a
(Uµ(x)ψ(x + aµ̂) − ψ(x)) , (3.20)

∇∗µψ(x) =
1

a
(ψ(x) −Uµ(x − aµ̂)†ψ(x − aµ̂)) , (3.21)

and correspondingly the symmetrized derivative as

1

2
(∇∗µ +∇µ) =

Uµ(x)ψ(x + aµ̂) −Uµ(x − aµ̂)†ψ(x − aµ̂)
2a

. (3.22)

Notice that, by expanding for small lattice spacing, the expressions in eq. 3.20
and 3.21 correctly reproduce the continuum limit covariant derivatives up to O(a)
discretization errors. By introducing a mass term, the naïve lattice Dirac action
for interacting quarks can be written as

Sw = a4∑
x

ψ̄(x){
γµ
2
(∇∗µ +∇µ) + M0}ψ(x) , (3.23)

which, by naïvely taking the continuum limit extrapolation, reduces to the contin-
uum Dirac action for massive fermions in eq. 1.9.

As done for the gluonic path integral, the last step to regularize the fermionic
partition function on the lattice is the definition of the corresponding integration
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measure. It reads

Dψ = ∏
x
∏
{f,α,c}

dψf,cα (x) , (3.24)

and similarly for the ψ̄ field. In the above equation the integration measure for
fermions involves the product over each quantum number of the set {f,α, c} where
f = 1, . . . ,Nf is a flavour index, α = 1, . . . ,4 denotes the spin index and finally
c = 1,2,3 is the colour index.

3.3.1 The doubling problem

Being D the Dirac operator for a free, massless fermion, and D̃ its Fourier trans-
form, a good lattice discretization has to guarantee the following properties

(a). D̃(p) a→0= iγµpµ

(b). D̃(p) is a smooth function of pµ with period 2π
a

(c). D̃(p) is invertible, besides pµ = 0

These conditions are dictated by the properties of the Dirac operator in the con-
tinuum theory. By performing a Fourier transform, the action in eq. 3.19 can be
written as

Sf(p) = ∫
π/a

−π/a

d4p

(2π)4
˜̄ψ(−p) i

a
γµ sin (apµ) ψ̃(p) , (3.25)

where the integral is restricted to the Brillouin zone due to the relation in eq. 3.2
dictated by the reciprocal lattice. By doing so, we can identify

D̃(p) = i

a
γµ sin (apµ) , (3.26)

which defines the Dirac operator in momentum space, see fig. 3.2. By expanding
for small lattice spacing, at fixed pµ, we recover the expected behaviour of the
continuum operator. On the other hand, notice that the Dirac operator in eq. 3.26
vanishes not only for pµ = 0 but also for pµ = ±π/a, i.e. on the corners of the
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pµ

1
a sin (apµ)

π/a−π/a

Figure 3.2: Plot of 1
a sin(apµ) as a function of pµ. The solid line represents the

continuum result, while the red curve is the naïve lattice discretization which
vanishes at pµ = 0 and at each corner of the Brillouin zone.

Brillouin zone. As a consequence, the fermion propagator in momentum space,
D̃−1(p), has a pole in

pµ = 0 ∣pµ∣ =
π

a
. (3.27)

Thereby, even if the Dirac operator in eq. 3.26 satisfies relations (a), (b), it violates
property (c). In d dimensions the spectrum of the resulting theory contains 2d

massless fermions, but only the one related to the pole in pµ = 0 is the physical one.
Such additional states are called doublers. Notice that close to the edge pµ = π/a,
even if we take the continuum limit, the quark propagator still exhibits a pole.
As a consequence, the doublers do not disappear from the spectrum of the Dirac
operator in the continuum limit.

In the following section, we will introduce Wilson fermions which is the dis-
cretization we will employ throughout this thesis.

3.3.2 Wilson fermions

In 1975, in order to remove fermion doublers, Wilson suggested a different lattice
discretization for fermions, obtained by simply adding the so-called Wilson term
to the discretized Dirac operator. Starting from the Dirac action for free massless
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quarks in eq. 3.19 we define the Wilson-Dirac operator as [102]

Dw =
1

2
{γµ (∂∗µ + ∂µ) − a∂∗µ∂µ} , (3.28)

where the second term on the right-hand side represents the Wilson term. This
procedure is completely legitimate since lattice discretizations are not unique and
the only requirement for the discretized action is that the continuum action has to
be recovered as a→ 0. Notice that, even if this discretization correctly reproduces
the continuum action, it explicitly breaks naïve chiral symmetry in the massless
limit.

We may now proceed as before, by taking the Fourier transform of the Wilson-
Dirac operator, the Dirac action in momentum space reads

Sf = ∫
π/a

−π/a

d4p

(2π)4
˜̄ψ(−p) 1

a
{iγµ sin (apµ) − 2 sin2 (

apµ
2
)} ψ̃(p) , (3.29)

which leads to the Wilson-Dirac operator in momentum space

D̃(p) = i

a
γµ sin (apµ) +

2

a
sin2 (

apµ
2
) . (3.30)

Notice that the Wilson term is analogous to a mass term, which then breaks
chiral symmetry even in the massless limit. More generally in the massive case,
the Wilson-Dirac operator can be written in momentum space as

D̃(p) = i

a
γµ sin (apµ) +

2

a
sin2 (

apµ
2
) +M0 , (3.31)

where M0 is the bare quark mass. Notice that, for fixed ∣pµ∣ ≠ π/a, by expanding
close to the continuum limit, the mass term correctly reproduces M0. On the other
hand, close to the corners of the Brillouin zone the mass term becomes

M (±π
a
) = M0 +

2

a
, (3.32)

which then diverges as we take the limit a → 0. In this sense, by using Wilson
discretization of fermions, close to the continuum limit the doublers become exci-
tations of the Wilson-Dirac operator with infinitely large masses which decouple
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from the theory.
The corresponding Wilson-Dirac operator in coordinate space for interacting

quarks in the massive theory reads

Dw =
1

2
{γµ (∇∗µ +∇µ) − a∇∗µ∇µ} +M0 . (3.33)

As a final remark, notice that due to the presence of the Wilson term in the ac-
tion, the quark mass term is not protected anymore from additive renormalization
[103, 104].

In the following we will have a deeper insight about the nature of the doubling
problem, which manifests itself, not simply as a computational issue, but rather
as a consequence of a well known no-go theorem which relates the presence of
such doublers to the possibility of defining a discretized chirally symmetric Dirac
action.

3.3.3 Nielsen-Ninomiya no-go theorem

A well-known result demonstrated by Nielsen and Ninomiya in 1981 [105, 106, 107]
relates the presence of fermion doublers to chiral symmetry. It states that it is not
possible to define a discretized Dirac operator which satisfies the properties in Sec.
3.3.1 and, at the same time, is invariant under naïve chiral symmetry.

In general, each discretization of the Dirac operator must deal with this no-go
theorem and at least one of the conditions above has to be waived in order to
preserve chiral symmetry. As a result, any discretization which is free of fermion
doublers must break naïve chiral symmetry. As we have seen, Wilson removed
fermion doublers from the spectrum, by introducing the Wilson term which explic-
itly breaks naïve chiral symmetry [108]. Another possibility, explored by Ginsparg
and Wilson in 1982 in Ref. [109], is to allow a mild breaking of chiral symmetry
on the lattice together with a modified lattice version of chiral symmetry transfor-
mations.

In the following, some time is devoted to Ginsparg-Wilson fermions which will
be used to properly derive the anomalous WTI that we formally defined in eq.
1.65.
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3.3.4 Ginsparg-Wilson relation and anomalous WTI

In Ref. [109] Ginsparg and Wilson proposed to explicitly break chiral symmetry
on the lattice, by modifying the continuum relation {γ5,D} = 0 to

{γ5,D} = aDγ5D . (3.34)

The expression in eq. 3.34 provides an explicit breaking of chiral symmetry at finite
lattice spacing, while the usual relation is recovered for a→ 0. By multiplying eq.
3.34 by the quark propagator D−1 on both sides, if there are no zero modes, we
obtain

{D−1(x, y), γ5} = aγ5δxy . (3.35)

With respect to the usual relation, now the chiral properties of the quark propa-
gator are slightly modified by the contact term on the r.h.s. In this sense this is a
soft and controlled breaking of chiral symmetry [18].

Notice that, when Ginsparg and Wilson introduced their relation, no Dirac
operator was known to satisfy eq. 3.34 and only later it was realized that many
different discretizations introduced to deal with chiral fermions on the lattice were
formal solutions of the Ginsparg-Wilson relation. Some examples of such discretiza-
tions are the domain wall fermions introduced by Kaplan [110, 111], and the re-
lated Neuberger overlap operator [112, 113], and the perfect action by Hasenfratz
[114, 115]. In 1998, Lüscher realized that fermionic actions constructed from a
Dirac operator which satisfies the Ginsparg-Wilson relation exhibits a modified,
but exact, chiral symmetry at finite lattice spacing which reproduces the original
axial singlet transformations as a→ 0 [116]. Such modified symmetry is known as
Lüscher symmetry.

Lüscher symmetry is the key ingredient we need to properly derive the for-
mal expression we gave in eq. 1.65. Under infinitesimal Lüscher transformations,
fermionic fields transform as

δψ(x) = iε0Aγ̂5ψ(x) ,

δψ̄(x) = ψ̄(x)iε0Aγ5 , (3.36)
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where γ̂5 = γ5 (1 − aD) which allows us to rewrite the Ginsparg-Wilson relation as
γ5D+Dγ̂5 = 0. By writing fermionic fields in terms of left and right handed spinors
as

ψR = P̂Rψ , ψ̄R = ψ̄PL
ψL = P̂Lψ , ψ̄L = ψ̄PR , (3.37)

where the projectors are defined as

P̂R/L =
1 ± γ̂5
2

, PR/L =
1 ± γ5
2

, (3.38)

the Dirac lagrangian can be written as

ψ̄Dψ = ψ̄PRDP̂Lψ + ψ̄PLDP̂Rψ , (3.39)

and correspondingly, by promoting the global transformations to a local ones, i.e.
ε0A(x) = ε0Aδxy, under Lüscher transformations the action variation reads

δS = −ia4ε0A∂µA0
µ(x) . (3.40)

The singlet axial current A0
µ(x) in eq. 3.40 is defined in terms of left and right

projectors as [117]

A0
µ(x) = ψ̄ {PLKµ(x)P̂R − PRKµ(x)P̂µ}ψ

= 1

2
ψ̄ {−γ5Kµ(x) +Kµ(x)γ̂5}ψ ,

(3.41)

where the kernel Kµ(x) reads

Kµ(x) = −i
δD(U (α))
δαµ(x)

RRRRRRRRRRRα=0
, (3.42)

where αµ = −∂µε0A(x) and U
(α)
µ = eiαµ(x)Uµ(x). In contrast to non-singlet chiral

symmetry transformations, under Lüscher transformations in eq. 3.36 the path
integral fermionic measure is no more invariant. In fact, under such transformations
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the measure transforms as

dψ̄′dψ′ = [det (eiε0Aγ̂5)det (eiε0Aγ5)] dψ̄dψ

=
⎡⎢⎢⎢⎢⎣
e−iTr(ε

0
Aγ̂5) e−iTr(ε

0
Aγ5)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=1

⎤⎥⎥⎥⎥⎦
dψ̄dψ , (3.43)

where the second exponential on the second line is one since Trγ5 = 0. On the
other hand, the first exponential on the r.h.s. can be expanded to give

Tr [ε0A(x)γ̂5] = −Nfε
0
A a tr [γ5D(x,x)] , (3.44)

where the Nf factor appearing on the r.h.s. is due to the trace over flavour indices,
i.e. tr (1Nf×Nf

) and the remaining trace tr[⋅] is over Dirac indices only. Finally we
define the topological charge density as

a4q(x) = −a
2
tr [γ5D(x,x)] , (3.45)

which implies that the anomalous contribution to the singlet WTI arising from the
non-invariance of the path integral measure takes the form

iTr [ε0A(x)γ̂5] = −iNfε
0
A a tr [γ5D(x,x)] = 2iNfa

4ε0Aq(x) . (3.46)

Finally by taking into account the action variation in eq. 3.40 and the anomalous
contributions in eq. 3.46, one can easily recover the expression for the anomalous
WTI, for a generic composite operator O, that we formally defined in eq. 1.65.

As a final comment, notice that the topological charge can be related to the
spectral properties of the Ginsparg-Wilson operator in a form which recalls the
index theorem [118, 119], i.e.

Q = a4∑
x

q(x) = −a
2
tr [γ5D] = n+ − n− = index (D) , (3.47)

where n+ and n− are the number of right and left handed zero modes of the
Ginsparg-Wilson operator respectively. As a consequence of eq. 3.47, Q ∈ Z at
finite lattice spacing.
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3.4 Renormalization on the lattice

As we have seen in Sec. 1.4 renormalization is a key step to obtain a Quantum
Field Theory. On the lattice renormalization is typically achieved by imposing a
hadronic renormalization scheme in which the functional dependence of the bare
parameters on the lattice spacing is obtained by fixing the value of some hadronic
observable, which can be efficiently computed on the lattice, to a particular value.
Let us restrict ourselves to observables depending on the bare coupling only and
consider an observable Θ with mass dimension d = 1. Its physical value, provided by
experiments, is Θphys, while Θ̂(g0, a) = aΘ(g0) is the corresponding dimensionless
observable computed by lattice simulations at finite lattice spacing, for a fixed
value of the bare coupling. The lattice scale is then set by imposing that the
value of the physical quantity Θphys is kept constant at finite lattice spacing, i.e.
Θ̂(g0, a) = aΘphys. This provides the relation

a = Θ̂(g0, a)
Θphys

, (3.48)

which implicitly defines the functional dependence of the bare coupling on the
lattice spacing. Indeed, by inverting the above relation we find

g0 = g0(aΘphys) . (3.49)

Similarly, when quark masses are included an additional set of hadronic observables
must be chosen to fix the value of the bare masses. More generally, if the theory
depends on N free bare parameters, then N different observables must be selected
to fix their values. The relation in 3.48 together with the relations employed for
fixing the bare quark masses defines the so called lines of constant physics, namely
the trajectories in parameters space where the physics is kept constant for a given
lattice spacing.

In full QCD, the set of bare parameters to be fixed is given by the bare coupling
constant and the Nf = 6 bare quark masses. However, for practical simulations,
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any scale E, in order to be efficiently described on the lattice, must satisfies

aE ≪ 1 , (3.50)

namely, the lattice spacing has to be fine enough to resolve the scale E. This
constraint limits de facto the possibility of simulating heavy quarks. For this reason
most of the current lattice simulations are performed in presence of up, down and
strange dynamical quarks and only recently the charm quark has been included
[41].

3.5 Continuum limit and topological freezing

Once the functional dependence in eq. 3.48 is known we can probe the UV regime,
i.e. the small lattice spacing regime, where perturbation theory is expected to
work. Then by solving the corresponding beta function in the given renormalization
scheme, we obtain for the bare coupling

g20(a) = −
1

2b0 ln (aΛlat)
, (3.51)

wherer b0 is the 1-loop universal coefficient in eq. 1.22 and Λlat is the Λ-parameter
in the hadronic renormalization scheme. This implies that, due to renormalization
group equations, for small lattice spacing the running of the bare coupling constant
gives

lim
a→0

g0 ≡ g∗ = 0 . (3.52)

As a consequence, the beta function vanishes at g∗ which represents a critical point
of the theory. In this sense, different lattice discretizations that converge to the
same continuum limit belongs to the same universality class. The universality of
the continuum limit is assumed to be a general requirement at the non-perturbative
level [120] and it has been proven in perturbation theory for some of those dis-
cretizations [121, 122].

In general, the continuum path integral in presence of periodic boundary con-
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ditions can be defined as a sum of distinct contributions coming from disconnected
topological sectors. On the other hand, at finite lattice spacing this is not true and
the tunnelling between different topological sectors is allowed. In particular, at
finite lattice spacings, the probability of visiting different topological sectors drops
dramatically as a→ 0 leading to the so called topological freezing [123, 124, 125]. In
this sense the tunnelling between different sectors is just a cut-off effect which van-
ishes in the continuum limit producing the expected disconnected sectors2. In such
a way, topological freezing directly affects the correctness of standard algorithms
(see Sec. 3.7) and the cost of the numerical computation for small lattice spacings,
by making simulations close to the continuum limit extremely demanding.

3.6 Symanzik’s effective action

A deeper insight on the continuum limit extrapolation is provided in the context
of the Symanzik’s effective theory. In his seminal papers [128, 129], Symanzik
proposed to consider the lattice theory as a formal fundamental theory at the
hard scale 1/a. In this context, we can define a continuum effective field theory
which describes the low energy regime by simply taking into account the most
general action which includes all the possible operators with mass dimension d > 4
with the correct symmetry properties. The Symanzik’s effective continuum action
reads

Seff = S0 + aS1 + a2S2 + . . . , (3.53)

where Sk contains operators with mass dimension d = 4+ k and S0 is the standard
QCD continuum action which is recovered by sending a→ 0. In the same way, in an
effective field theory approach, renormalized fields φR can be written as effective
fields obtained by taking into account linear combinations of higher dimensional
composite operators with the appropriate symmetries, i.e.

φeff(x) = φ0(x) + aφ1(x) + a2φ2(x) + . . . , (3.54)
2Numerical evidence shows that the size of the barrier between two distinct topological sectors

grows as a−6. See Ref. [126, 127] for possible solutions to overcome this problem.
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where again φ0 represents the usual field in the continuum limit. Starting from
these definitions we can study how the continuum limit is approached, by simply
matching a generic n-point correlation function computed on the lattice with the
same quantity computed in the context of the Symanzik’s effective theory. By
assuming that the φ field renormalizes multiplicatively and that the renormalized
correlation function does not mix with any other operator, the lattice correlation
function reads

GR
n (x1, . . . , xn) = (Zφ)

n ⟨φ(x1) . . . φ(xn)⟩lat , (3.55)

where it has been evaluated at non-zero separation of space-time coordinates to
avoid any possible contact term. Similarly, by using eq. 3.53 and 3.54, the n-point
function in the continuum effective theory can be expanded for small a as

GR
n (x1, . . . , xn) = ⟨φ0(x1) . . . φ0(xn)⟩cont

− a ⟨φ0(x1) . . . φ0(xn)S1⟩cont (3.56)

+ a
n

∑
k=1
⟨φ0(x1) . . . φ1(xk) . . . φ0(xn)⟩cont + O(a2) ,

where ⟨⋅⟩cont denotes that the expectation value has been computed with respect
to the continuum action S0. Notice that in principle any contact term can be
absorbed in a redefinition of φ1. In this way, by matching eq. 3.55 and eq. 3.56 we
obtain

(Zφ)n ⟨φ(x1) . . . φ(xn)⟩lat = ⟨φ0(x1) . . . φ0(xn)⟩cont
− a ⟨φ0(x1) . . . φ0(xn)S1⟩cont (3.57)

+ a
n

∑
k=1
⟨φ0(x1) . . . φ1(xk) . . . φ0(xn)⟩cont + O(a2) ,

where the second and the third line on the r.h.s. provide the leading correction in
the lattice spacing with respect to the continuum result. Notice that in general,
depending on the discretization effects of the discretized action, the leading cor-
rection will be proportional to ap with p ≥ 1 [130]. For instance for the gluonic
Wilson action we expect p = 2, while for the Wilson discretization of the Dirac
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action we expect p = 1.
As a final remark, notice that, as usual in the context of effective field theories,

any higher dimensional operator comes multiplied by a dimensionless coefficient
which explicitly depends on the cut-off. As a consequence the coefficients multiply-
ing the O(a) correction can themselves depend on the lattice spacing [131] and it
can be proven in perturbation theory that this dependence is at most logarithmic
[132, 133].

3.6.1 O(a)-improvement

The Symanzik’s effective action allows a deeper understanding on how lattice ob-
servables approach the continuum limit. The obvious outcome is taking advantage
of this knowledge to construct lattice discretizations with a better behaviour as
we approach the continuum limit. Indeed, this is in principle possible, thanks to
the fact the there is quite a freedom in the definition of the discretized action.

The idea is then to modify the lattice action by adding the discretized version
of the irrelevant operators appearing in the continuum Symanzik’s effective action
with some coefficients which are properly tuned to remove cut-off effects at a given
order.

For instance, we have seen that Wilson’s formulation for fermions suffers from
O(a) discretization effects. In order to remove them we focus on the O(a) correc-
tions appearing in S1, by taking into account all the operators with mass dimension
d = 5 which preserve the symmetries of the continuum action, i.e. gauge and rota-
tional invariance, parity and charge conjugation. Only five different operators are
found to satisfy these conditions [134]. Those read in the continuum

O1 = ψ̄σµνFµνψ , (3.58)

O2 = ψ̄DµDµψ + ψ̄
←
Dµ

←
Dµψ , (3.59)

O3 = mTr{FµνFµν} , (3.60)

O4 = m{ψ̄γµDµψ − ψ̄
←
Dµγµψ} , (3.61)

O5 = m2ψ̄ψ , (3.62)
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where σµν = i
2 [γµ, γν] and Dµ is covariant derivative. Notice that in principle not all

the dimension 5 operators above are independent. By applying the field equations
for the fermionic fields, one finds the relations

O1 −O2 + 2O5 = 0 , (3.63)
O4 + 2O5 = 0 . (3.64)

In such a way, only three of them are independent and the remaining two can be
removed, say O2 and O4. As a consequence the corresponding lattice action can
be modified with the additional term

S1 = a5∑
x

{c1Olat
1 + c3Olat

3 + c5Olat
5 } , (3.65)

being Olat
i the lattice version of the operators appearing in eq. 3.58, 3.60 and 3.62

and ci the coefficients which have to be tuned in the lattice spacing to remove
O(a) cut-off effects. O3 and O5 can be further removed by properly redefining the
bare coupling constant and the bare quark masses if those are discretized by using
the plaquette field the local scalar density respectively. The remaining action then
reads

S1 = a5∑
x

cswψ̄(x)
1

4
σµνF

lat
µν ψ(x) , (3.66)

where F lat
µν is a proper discretization of the field strength tensor and csw is known as

Sheikholeslami-Wohlert coefficient [134]. Its value is, in general, a function of the
bare coupling constant and has to be properly tuned to remove O(a) discretiza-
tion effects [135]. A common choice for F lat

µν is given by the symmetrized clover
discretization

F lat
µν ≡ F̂µν = −

i

8a2
[Qµν(x) −Qνµ(x)] (3.67)
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Figure 3.3: Graphical representation of the sum of plaquette fields Qµν as defined
in eq. 3.68.

with

Qµν = Uµ(x)Uν(x + aµ̂)U †
µ(x + aν̂)U †

ν

+ Uν(x)U †
µ(x − aµ̂ + aν̂)U †

ν(x − aµ̂)Uµ(x − aµ̂)

+ U †
µ(x − aµ̂)U †

ν(a − aµ̂ − aν̂)Uµ(x − aµ̂ − aν̂)Uν(x − aν̂)

+ U †
ν(x − aν̂)Uµ(x − aν̂)Uν(x + aµ̂ − aν̂)U †

ν(x) . (3.68)

In this way the lattice O(a)-improved Dirac operator can be written as

D = Dw + aDsw , (3.69)

where Dw is the standard Wilson discretization of fermions provided in eq. 3.33
and Dsw is the Sheikholeslami-Wohlert operator

Dsw = csw(g0)
1

4
σµνF̂µν(x) . (3.70)

At leading order in perturbation theory it holds csw = 1 [134], while at 1-loop the
Sheikholeslami-Wohlert coefficient has been computed in Ref. [136] and its non-
perturbative determination, for the Wilson plaquette action, is provided in Ref.
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[137], leading to the expression for Nf = 3 quarks

csw(g0) =
1 − 0.194785g20 − 0.110781g40 − 0.0230239g60 + 0.137401g80

1 − 0.460685g20
. (3.71)

Notice that in general, in order to achieve a complete O(a)-improvement, fields
and composite operators have to be improved as well, by properly identifying
higher dimensional operators with the same symmetries, see eq. 3.54. However if
we are only interested in spectral quantities, e.g. hadron masses, it is sufficient to
achieve an O(a)-improvement at the action level to guarantee that such quantities
approach the continuum limit with O(a2) cut-off effects [138].

Given these definitions we can finally give the path integral formulation for
O(a)-improved Wilson fermions. The partition function reads

Zlat = ∫ DUDψDψ̄ e−S
(W)
g −Sw , (3.72)

where S(W)g is the Wilson’s plaquette action defined in eq. 3.14, Sw is the fermionic
action with the O(a)-improved Wilson-Dirac operator obtained in eq. 3.69 and
finally the gluonic and fermionic integration measures are defined in eq. 3.18 and
3.24 respectively.

3.7 Monte Carlo methods for lattice QCD

In this section we provide a brief overview of the main computational strategies
an tools which are currently used in numerical simulations of QCD and which we
exploited in this thesis.

For the time being, we consider the path integral for a generic fundamental field
φ. The analogy between the path integral formulation of a QFT in euclidean space-
time and a purely statistical system implies the identification of the normalized
probability density for a gauge field configuration with

P [φ] = 1

Z
e−S[φ] . (3.73)

Notice that this interpretation holds as long as the action is purely real and
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bounded. With the correspondence provided in eq. 3.73, the vacuum expectation
value of a generic composite operator O is interpreted as the statistical average of
such operator over the field configurations as

⟨O⟩ = 1

Z ∫
D[φ]O(φ)e−S[φ] . (3.74)

In this context Monte Carlo methods provide the ideal tool to numerically compute
high dimensional integrals like the one in eq. 3.74. In this way, given a representa-
tive ensable of gauge fields distributed according to the probability density in eq.
3.73, the best estimate of the expectation value is

Ō ≡ 1

N

N

∑
i=1
O(φi) = ⟨O⟩ +O (

1√
N
) (3.75)

where N is the size of the ensamble. Remarkably the uncertainty provided by the
Monte Carlo integration scales as 1/

√
N and has a purely statistical interpretation.

Representative ensambles are usually generated by Markov Chains, which are
defined by a transition probabiliy T (φ → φ′), which describes the probability of
extracting the field φ′ starting from φ. In general, for an ergodic Markov Chain,
in order to generate field configurations according the expected probability dis-
tribution in eq. 3.73, the so called equilibrium distribution, it is sufficient for the
corresponding transition probability to satisfy the detailed balance condition. The
easiest way to construct transition probabilities which satisfy detailed balance is
by using the Metropolis-Hastings algorithm [139, 140]. In such a way a new field
configuration is extracted according to a proposal probability and then it is ac-
cepted or rejected according to an acceptance probability based on some criterion.
In this sense, generating field configurations in an efficient way will translates into
having a high acceptance rate. Notice that in practical lattice QCD simulations,
when dynamical fermions are included, a local application of the Metropolis algo-
rithm with a single-link update is not feasible. The reason is that, as we will see in
the following section, once the integral over fermionic fields is explicitly performed,
the resulting functional integral is non-local in the gauge fields. This in turn would
imply a tremendous computational cost to have a reasonable acceptance rate. A
different, global, approach is discussed in the following section.
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3.7.1 Hybrid Monte Carlo for QCD

One of the most efficient way to generate gauge field ensambles is represented by
the Hybrid Monte Carlo (HMC) algorithm [141]. Before focusing on the details of
the HMC algorithm, let us consider the lattice QCD partition function in eq. 3.72.
By expanding the fermionic action, it reads

Zlat = ∫ DUDψDψ̄e−Sg[U]− ψ̄D[U]ψ , (3.76)

where Sg and D[U] are the Wilson’s plaquette action and the Wilson-Dirac oper-
ator for fermions. Since the integration over fermionic fields is a gaussian integral
on Grassmann variables, it can be carried out explicitly and leads to

Zlat = ∫ DU (detD[U])Nf e−Sg[U] . (3.77)

A few comments are in order. On one hand notice that the Dirac operator is a
V × V sparse matrix and a direct calculation of its determinant is not feasible in
terms of computer time. On the other hand, in general, it is not guaranteed that
the determinant of the Wilson-Dirac operator is positive. As a consequence, in
presence of an odd number of non-degenerate quarks, the correspondence between
the QFT path integral and the statistical interpretation provided by eq. 3.73 is
potentially spoiled.

In the case of an even number of degenerate flavours, thanks to γ5-hermiticity
of the Dirac operator, the squared of the quark determinant is positive-defined.
Furthermore, it can be written in terms of bosonic pseudofermion fields φ and φ†.
For instance for Nf = 2 [142]

(detD[U])2 = detQ2 ∝ ∫ Dφ†Dφe−Spf , (3.78)

where in order to correctly reproduce the quark determinant by performing the
bosonic gaussian integration, the pseudofermionic action is defined as

Spf = ∑
x

φ†Q−2φ , (3.79)
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with Q = γ5D. The core idea behind the HMC algorithm is to write down the
corresponding hamiltonian system and evolving the degrees of freedom by numer-
ically integrating the Hamilton’s equation. In this way the evolved gauge field
provides the proposal in the Metropolis-Hastings algorithm. In order to write the
corresponding hamiltonian system, let us introduce the algebra-valued conjugate
momentum variables πµ(x) = T aπaµ(x) , which we assume to be sampled from a
gaussian distribution at each step in the Markov Chain. The corresponding hamil-
tonian reads

H [U,π] = 1

2
(π,π) + Sg[U] + Spf[U,φ,φ†] , (3.80)

where (π,π) = ∑x,µ,a ∣πaµ(x)∣2 denotes the SU(3) algebra scalar product. In this
formalism, the evolution of the gauge field is controlled, in terms of simulation
time t, by the Hamilton’s equation

∂tUµ(x) = πµ(x)Uµ(x) , (3.81)
∂tπµ(x) = −F g

µ(x) − F pf
µ (x) , (3.82)

where, by recalling the expression for the Wilson’s plaquette action in eq. 3.14 and
the pseudofermionic action in eq. 3.79, the gluonic and pseudofermionic forces are
respectively defined as

F g
µ(x) =

∂

∂Uµ(x)
Sg[U] (3.83)

F pf
µ (x) =

∂

∂Uµ(x)
Spf[U] . (3.84)

The hamiltonian evolution described by the equations above is often referred to as
molecular dynamics evolution. Notice that in the molecular dynamics, the pseud-
ofermion fields are kept fixed. By explicitly performing the derivative in eq. 3.84,
the pseudofermion force involves a double inversion of the Dirac operator, which
represents the most expensive part of a simulation in terms of computer time. The
numerical integration of the Hamilton’s equation is performed by discretizing the
trajectory τ into smaller intervals with finite step-size and by using generic sym-
plectic integrators [143, 144]. Once the dynamical integration has been performed
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and the fields have evolved from the initial configuration (U (i)µ , π
(i)
µ ) to the final

configuration (U (f)µ , π
(f)
µ ), an accept-reject step is performed in order to guaran-

tee that the new configuration is distributed according to the desired equilibrium
distribution. Notice that this last step is somehow crucial, since the numerical
integration does not preserve the hamiltonian.

It is worth noticing, however, that in real simulations, in particular for small
quark masses [145], the use of a single pseudofermion is impractical. The reason
is that the pseudofermion force is often affected by large fluctuations which dras-
tically reduce the acceptance rate of the HMC algorithm. Such fluctuations are
possibly tamed by the frequency splitting introduced in Ref. [146, 147], which can
produce sensible improvements if combined with multiple-step integration [148].

3.7.2 Rational HMC

So far we discussed only the case of two degenerated flavours. This case is particu-
larly interesting given the very small difference in the up and down quark masses.
However, when the strange quark is introduced, the positivity of the probability
distribution in the path integral is, in general, no more guaranteed. The positivity
is guarateed only for discretizations which preserve chiral symmetry [149], which is
not the case of Wilson fermion. In such case, it is possible to encounter regions, in
configuration space, which provides a negative-valued quark determinant and, as a
consequence, the entire construction based on the statistical interpretation of the
path integral is spoiled. In general, it is assumend that such regions give a negligi-
ble contribution to the path integral and then can be neglected. The reason relies
on the fact that the Dirac operator for the strange quark has a large mass-gap
provided by the strange quark mass, and, as a consequence, only few exceptional
gauge field configurations can lead to negative-valued determinant, see Ref. [150]
for a further discussion on this topic. If this is the case, then we can simply write
the strange quark determinant as [151, 152]

det (Qs) → det (
√
Q2) = det (W )det (R−1) , (3.85)
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where in the last step we introduced the operators W = ∣Q∣R and R. The latter
provides a rational approximation for the function 1/

√
Q2. In general the rational

approximantion is a Zolotarev rational function of degree (n,n) which depends on
the spectral properties of the operator Q2. It can be written as

R = rbRn,ε (r−2b Q−2) , (3.86)

where ε = (ra/rb)2 and ra and rb are two numbers such that most of the eigenvalues
λ of the operator

√
Q2 belongs to the interval [ra, rb], in order to guarantee that

the operator R−1 is a good approximation of
√
Q2 for most of the gauge field

configurations. The rational approximation Rn,ε is then provided by

Rn,ε(x) = A
(x + a1) . . . (x + a2n−1)
(x + a2) . . . (x + a2n)

≈ 1√
x
, (3.87)

where a1 > ⋅ ⋅ ⋅ > a2n and A > 0 are free parameters which have to be properly tuned
in order to minimize the error of the approximation δ = maxε≤x≤1 ∣1 −

√
xRn,ε(x)∣.

In such a way, we can proceed as before by writing the quark determinant in terms
of pseudofermions actions, i.e. from eq. 3.85 the pseudofermion action reads

Spf,s = (φ1,W
−1φ1) + (φ2,Rφ2) . (3.88)

In standard algorithms, only the second term on the r.h.s enters into the molecular
dynamics, while the first one is treated as a reweighting factor, which can be
computed stochastically and included, a posteriori, as part of the observables.

Notice that, similarly to the case of Nf = 2 described in the previous section, the
use of a single pseudofermion is impractical in realistic simulations and methods
like the frequency splitting described above can be used for the strange quark
determinant as well.

The purpose of this section was to give a pedagogical introduction to the most
widely used algorithm to generate gauge field configurations. Other technical, but
relevant, details, such as the various type of solvers employed in the inversion of the
Dirac operator [153], as well as any algorithmic technique used to allow a faster
inversion for small quark masses were completely omitted [154, 155]. For those
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and other relevant topics we refer to Ref. [149] for a more complete and detailed
discussion.

3.8 QCD hadronic spectrum

As we have seen in Chapter 1, some peculiar features of the QCD spectrum can
be direcly inferred by the study of the QCD lagrangian symmetries. However the
explicit values of the hadron masses still remains inaccessible to any analytic calcu-
lation, due to the non-perturbative nature of QCD at low energies. For this reason,
a determination of the hadronic spectrum from first principle is only possible in
the context of the lattice regularization.

Historically, the determination on the lattice of the QCD spectrum has been
both a fundamental check of the theory and a remarkable success of the lattice
framework as well. While the first lattice determinations were restricted to the
quenched approximation and were affected by large and not fully under control
systematic errors, current lattice calculations provide a detailed and satisfactory
representation of the masses of the light pseudoscalar mesons as well as of the
baryonic octet, see fig. 1.5. In the following sections we will describe how the
hadronic spectrum can be extracted from lattice calculations.

3.8.1 Transfer matrix

The partition function for an euclidean field theory discretized on a lattice with
periodic temporal extent L0, can be written in terms of the so-called transfer
matrix, T , as

Z = Tr [T N0 ] , (3.89)

where N = L0/a and the trace is over the Hilbert space of the physical states
∣εn⟩ of the theory. The underlying meaning of the transfer matrix formalism is
to describe the probability for a quantum state to propagate in the infinitesimal
time-interval [t, t + a]. By construction, the transfer matrix is a unitary matrix

82



and can be written as

T = e−aĤ , where Ĥ ∣εn⟩ = En ∣εn⟩ , (3.90)

where Ĥ is a hermitian matrix which corresponds, up to discretization errors,
to the hamiltonian of the system. As a consequence, the expectation value of a
generic time-ordered two-point correlation function involving the operators Ô1 and
Ô2 evaluated at euclidean time t1 and t2, with t1 > t2 can be written as

⟨Ô1(t1)Ô2(t2)⟩L0
= 1

Z
Tr [T N−(n1−n2) Ô2 T n1−n2 Ô1] , (3.91)

where ni = ti/a for i = 1,2 are the temporal coordinates expressed in terms of
lattice units. Here ⟨⋅⟩L0

refers to the fact that the correlation function is computed
at finite temporal extent L0. By making explicit the trace over the Hilbert space,
it reads

⟨Ô1(t1)Ô2(t2)⟩L0
= 1

∑k ⟨εk∣T N ∣εk⟩
{∑
k

⟨εk∣T N−(n1−n2) Ô2 T n1−n2 Ô1 ∣εk⟩}

= 1

∑k e−EkL0
{∑
k

e−Ek(L0−t1+t2) ⟨εk∣ Ô2 T n1−n2Ô1 ∣εk⟩} , (3.92)

where the second line is simply obtained by inserting a complete set of eigenstates
of the hamiltonian and using eq. 3.90. Notice that by keeping the lattice spacing
constant and taking the infinite volume limit, L0 →∞, the exponential functions
at numerator and denominator are dominated by the lowest energy state ∣ε0⟩, i.e
the vacuum of the theory. The correlation function then reads

⟨Ô1(t1)Ô2(t2)⟩∞ = eE0(t1−t2) ⟨ε0∣ Ô2 T n1−n2 Ô2 ∣ε0⟩ . (3.93)

As a final step, by inserting a complete set of eigenstates of the hamiltonian Ĥ and
taking the large separation limit, i.e. ∆t ≡ t1 − t2 → ∞, the two-point correlation
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function can be written in the final form

lim
∆t→∞

⟨Ô1(t1)Ô2(t2)⟩∞ = lim
∆t→∞

∑
n

e−(En−E0)∆t ⟨ε0∣ Ô2 ∣εn⟩ ⟨εn∣ Ô1 ∣ε0⟩

= e−(Ē−E0)∆t ⟨ε0∣ Ô2 ∣ε̄⟩ ⟨ε̄∣ Ô1 ∣ε0⟩ , (3.94)

where Ē is the lowest energy state which provides a non-zero matrix element for
the operators Ô1 and Ô2. Notice that the mass gap Ē−E0 depends on the quantum
number of Ô1 and Ô2 and the convergence rate, due to the exponential suppression
of the excited states, depends on the relative magnitude of the first excited state.

As a final remark, notice that the correlation function in eq. 3.94 is not pro-
jected to a definite value of spatial momentum. In such case Ē = Ē(p) and the
corresponding mass is related to Ē by a dispersion relation. In order to isolate zero-
momentum states and then to extract the mass of the ground state it is sufficient
to project to zero momentum, by simply summing over the spatial coordinates
of one of the two interpolating operators. In this way, the two-point correlation
function in the infinite volume limit, at finite lattice spacing reads

CO1,O2 (t1 − t2) = e−(Ē−E0)∆t ⟨ε0∣ Ô2 ∣ε̄⟩ ⟨ε̄∣ Ô1 ∣ε0⟩ , (3.95)

where now Ôi are meant to be averaged over the spatial coordinates. In the equa-
tion above the dependence on the euclidean time is entirely provided by the expo-
nential, which then determines the asymptotic behaviour of the correlation func-
tion for large temporal separations.

3.8.2 Hadronic correlation functions on the lattice

The key step to extract hadron masses from two-point correlation functions on
the lattice is two construct the correct interpolating operators carrying the desired
quantum numbers, see Chapters 1 and 2 for the corresponding definitions in the
continuum limit. Notice that in principle there is quite a freedom in this procedure,
being the only constraint given by the set of quantum numbers.

In general, on the lattice, the calculation of correlation functions involving
quark fields is performed by explicitly carrying out Wick contractions between
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two distinct quark fields. As a consequence, the basic element in such calculations
is the quark propagator

Sαβab (x, y) ≡ D
−1(x, y) = ⟨ψαa (x)ψ̄

β
b (y)⟩F , (3.96)

where the expectation value ⟨⋅⟩F is taken by integrating over the fermionic fields.
In the above expression, we often refer to the quark field ψ(x) as the sink operator
and to ψ̄(y) as the source operator. With this definition, the most general fermionic
correlation function can be directly written in terms of quark propagators only.

In principle, one could construct interpolating operators of arbitrary complex-
ity, describing exotic states composed of n valence quark with the only constraint
for them to be singlet operators in colour space. However, for the purpose of this
thesis we are mainly interested in mesonic and baryonic lattice operators. The
most general mesonic interpolating operator reads

Oa(x) = ψ̄(x)ΓOτaψ(x) , (3.97)

where τa = {1/
√
2Nf , Ta} defines the flavour composition of the interpolating op-

erator, while ΓO is a generic combination of Dirac gamma matrices which defines
the spin structure and the transformation properties of the operator under parity
and charge-conjugation transformations, see App. B.1. In such a way, Oa would
describe flavour singlet (a = 0) or flavour non-singlet (a ≠ 0) states with the usual
JPC quantum numbers. The corresponding euclidean time two-point correlation
function projected to zero spatial momentum reads on the lattice

Ca
O(x0) = a3∑

x

⟨Oa(x)Oa(0)⟩ , (3.98)

where no summation over flavour index a is understood. Notice that it is always
possible to define the source operator at y = 0 due to translational invariance.
By inserting the expression of the interpolating operator in eq. 3.97 and applying
Wick’s theorem, the correlation function can be written in terms of all the possible
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Wick contractions as

Ca
O(x0) = a3∑

x

{ − ⟨Tr [τaΓOS(x,0)τaΓOS(0, x)]⟩

+ ⟨Tr [τaΓOS(x,x)]Tr [τaΓOS(0,0)]⟩ } . (3.99)

where the trace is over colour, spin and flavour indices. Notice that, since the
quark propagator is diagonal in flavour space, the trace over flavour indices can
be carried out explicitly by simply using the relations in App. A.1. Eq. 3.99 can
then be written as

Ca
O(x0) = a3∑

x

{ − 1

2
⟨Tr [ΓOS(x,0)ΓOS(0, x)]⟩

+
Nf

2
δa0 ⟨Tr [ΓOS(x,x)]Tr [ΓOS(0,0)]⟩} . (3.100)

On one hand, the first term on the r.h.s., the connected contribution, takes into
account quark propagation between two displaced space-time coordinates, while,
on the other hand, the second term, the disconnected contribution, which appears
only for singlet two-point correlation functions, includes quark loops. Finally, by
using γ5-hermiticity of the Dirac operator, which translates at the level of the
quark propagator to S†(x, y) = γ5S(y, x)γ5, the mesonic correlation function can
be written in its final form as

Ca
O(x0) =

a3

2
∑
x

{ − ⟨Tr [ΓOS(x,0)ΓOγ5S†(x,0)γ5]⟩

+ δa0Nf ⟨Tr [ΓOS(x,x)]Tr [ΓOS(0,0)]⟩ } . (3.101)

Notice that by taking the conjugate transpose of the correlation function in eq.
3.101 one can easily see that it holds Ca

O(x0) = Ca
O(x0)†, i.e. the correlation function

is real, as long as Γ†
O = ±γ5ΓOγ5, see App. B.2 for a more detailed discussion. This

is the case, for instance, of flavour non-singlet (a ≠ 0) operator with spin structure
dictated by ΓO = {1, γ5, γµ, γµγ5}, on which we will focus in this thesis.

A similar analysis can be carried out for the nucleon interpolating operator
in eq. 2.49 which describe a JP = 1

2

± state. In such case, by making explicit the
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flavour content of the operator, the corresponding two-point nucleon correlation
function can be written as

CN±(x0) = a6∑
x

⟨Tr [P±N(x)N(0)]⟩

= a6∑
x

⟨[W 1
±(x,0) −W 2

±(x,0)]⟩ , (3.102)

where in the first line the trace is over Dirac indices only and P± is the parity
projector P± = (1 ± γ0) /2, while W 1

± and W 2
± in the second line are the Wick

contractions obtained by integrating over the fermion fields. Their expressions
read

W 1
±(x,0) = Tr [STag(x,0)Cγ5Sbf(x,0)Cγ5]Tr [Sce(x,0)P±] εabcεfeg

W 2
±(x,0) = Tr [STag(x,0)Cγ5Sbe(x,0)P±Scf(x,0)Cγ5] εabcεfeg ,

(3.103)

where we made explicit colour indices in the quark propagators. As for mesonic
correlation functions, it is possible to see that the nucleon correlation function in
eq. 3.102 is purely real. In App. B.3 we give a proof of the reality of this correlation
function, based on the derivation performed in Ref. [156].

To conclude this section, notice that in principle it is also possible to define an
interpolating operator for a JP = 3

2

± state by simply modifying the gamma content
in the diquark operator (ΓB in eq. 2.48). In such case the resulting interpolating
operator receives contributions both by spin-1/2 and spin-3/2 states and a further
spin-projection, which is in general momentum-dependent, is required in order to
correctly decouple the spin-3/2 and the spin-1/2 state [157].

3.8.3 Signal-to-Noise ratio for hadronic observables

By combining the knowledge of the tranfer matrix we defined in Sec. 3.8.1 with
the hadronic lattice correlation functions we constructed in Sec. 3.8.2, the QCD
spectrum can be extracted by probing the large euclidean time separation of such
correlation functions.

In general, since the spectrum is extracted by the asymptotics of the correla-
tion function, having a good signal at large separation is somehow crucial to keep
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systematic uncertainties under control. Unfortunately, one of the main difficulties
which arise in the study of the hadronic correlation functions is the exponential
deplation of the signal which occurs when correlators are evaluated at large dis-
tance.

It was argued by Parisi [158] and Lepage [159] that the probabilistic path
integral formulation of the theory could give an insight on the behaviour of the
correlation function at large euclidean time separations. In particular, it is possible
to provide an estimate of the variance of each observables in terms of path inte-
gral expectation values. Consider for instance a generic time-separated two-point
correlation function involving the interpolating operator O, whose expression on
the lattice reads

CO(x0) = aq∑
x

⟨O(x0)O(0)⟩ , (3.104)

where the exponent q is dictated by the mass dimension of the operator O. The
best estimate of its expectation value is provided, on the lattice, by the Monte
Carlo average (see eq. 3.75) and its variance reads

σ2
O(x0) = a2q∑

x

{⟨[O(x0)O(0)][O(x0)O†(0)]†⟩ − ⟨O(x0)O(0)⟩2} . (3.105)

Notice that, by recalling the transfer matrix formalism, in eq. 3.94 the asymptotic
suppression of the second term on the r.h.s is simply dictated by 2mO. On the other
hand, as argued in Ref. [158], for the first term the situation might be different.
In this case the suppression will be driven by the lowest energy eigenstate of the
transfer matrix which provides a non-zero matrix element of the interpolating
operator with respect to the vacuum. Two different scenarios can occur

mO2 = 2mO

mO2 < 2mO ,
(3.106)

The first case is obtained when there is no state with the correct quantum numbers
and lower energy with respect to 2mO, which provides a non-zero matrix element.
In such case, both the terms appearing on the r.h.s. of eq. 3.105 exhibits the
same behaviour for x0 →∞. On the other hand the second condition in eq. 3.106
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is encountered whenever the operator O(x0)O(0) acting on the vacuum creates a
state with energy lower than 2mO. In this case, the second contribution in eq. 3.105
is more suppressed and for sufficiently large separations the variance is dominated
by the first term on the r.h.s. Such considerations lead to the definition of the
so-called signal-to-noise ratio (StNO), which expression for large euclidean time
separations reads

StNO(x0) =
⟨CO(x0)⟩√
σ2
O(x0)

x0→∞Ð→ exp{− [mO −
1

2
mO2]x0} . (3.107)

As a consequence of eq. 3.107, if mO2 = 2mO, the noise scales exactly as the signal
and then the StN is constant in euclidean time, while if mO2 < 2mO, at large
separations the signal is more suppressed than the variance. This produces an
asymptotic exponential degradation of the signal which makes it hard to control
the systematic uncertainty.

In such a discussion a special rôle is covered by the pion two-point correlation
function, see eq. 3.101 with a ≠ 0 and Γ0 = γ5. Being the lightest state of the theory,
in this case we expect the condition in eq. 3.106 to be saturated to mπ2 = 2mπ.
The explicit expression for the variance of the pion two-point correlation function
reads

σ2
π(x0) =

a6

4
∑
x

{ ⟨Tr [S(x,0)S†(x,0)]Tr [S(x,0)S†(x,0)]†⟩

+ ⟨Tr [S(x,0)S†(x,0)]⟩2 } ,
(3.108)

where the correlation function appearing as the first term on the r.h.s. describes
the propagation of a state composed of two quarks and two anti-quarks. Since the
pion provides the mass-gap of the theory, the lightest eigenstate of the transfer
matrix involving two qq̄ pairs is a two-pion state. As a consequence, mπ2 = 2mπ

and StNπ(x0) is a constant for large euclidean time separations.
On the contrary, if we take into account the nucleon two-point correlation
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function defined in eq. 3.102, its variance reads

σ2
N±(x0) = a12∑

x

{ ⟨[W 1
±(x,0) −W 2

±(x,0)] [W 1
±(x,0) −W 2

±(x,0)]
†⟩

+ ⟨W 1
±(x,0) −W 2

±(x,0)⟩
2 } .

(3.109)

As before, while the exponential behaviour of the second term on the r.h.s is
dictated by twice the nucleon mass, the first correlation function on the r.h.s
describes the propagation of three qq̄ pairs and the corresponding lowest energy
state is described by a three-pion state with mass 3mπ. This leads to the StN ratio
for the nucleon two-point correlation function

StNN±(x0) =
⟨CN±(x0)⟩√
σ2
N±(x0)

x0→∞Ð→ exp{− [mN± −
3

2
mπ]x0} . (3.110)

For instance, by restricting to the positive parity partner, i.e. the nucleon, for phys-
ical quark masses we have mN+− 3

2mπ ≈ 3.7 fm−1 [22], which makes the study of such
correlation function extremely difficult at large distances. As a final remark notice
that such StN problem appears also for other mesonic and baryonic observables
and might be possibly overcome in Monte Carlo simulations by increasing the size
N of the representative ensemble used for the calculation of the Monte Carlo es-
timate. Nevertheless, the statistical uncertainty of the Monte Carlo average scales
as N−1/2 (see eq. 3.75) and one would need an incredibly large increase of the
statistics to compensate the exponential loss of signal. Such brute force approach
is not sustainable from a computational point of view and different methods, such
as multilevel integration techniques [160, 161, 162, 163], are preferable for noise
reduction of such pathologic observables.
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Chapter 4

QCD on the lattice at very high
temperature

From now on, in the following chapters we will describe the original contribution
of this thesis. In particular, the present chapter is devoted to outline the strategy
we implemented to simulate QCD on the lattice at very high temperatures. This
strategy exploits a non-perturbative definition of the strong coupling constant in
a finite volume to set the lines of constant physics. This strategy was first used in
the SU(3) Yang-Mills theory and allowed a precise determination of the Equation
of State (EoS) up to ∼ 70 GeV [14].

4.1 Shifted boundary conditions

In this thesis, the thermal field theory is discretized on a four-dimensional lattice
with lattice extent L0 in the temporal direction and Lk with k = 1,2,3 in the three
spatial directions. We impose that both fermionic and gluonic fields satisfy shifted
boundary conditions in the compact temporal extent [164, 165, 166], while we
set periodic boundary conditions in the spatial directions. The basic idea behind
shifted boundary conditions consists in shifting the fields by the spatial vector L0ξ

when crossing the boundary of the compact direction. For the gauge fields they
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read

Uµ(x0 +L0,x) = Uµ(x0,x −L0ξ)

Uµ(x0,x + k̂Lk) = Uµ(x0,x) ,
(4.1)

where k̂ denotes the unit vector in the k-direction. Due to anti-periodicity of
fermionic fields, shifted boundary conditions for quarks and anti-quarks read

ψ(x0 +L0,x) = −ψ(x0,x −L0ξ) , ψ(x0,x + k̂Lk) = ψ(x0,x) ,

ψ̄(x0 +L0,x) = −ψ̄(x0,x −L0ξ) , ψ̄(x0,x + k̂Lk) = ψ̄(x0,x) .
(4.2)

At the level of path integral, a QFT defined with the usual partition function in
eq. 2.1, in presence of shifted boundary conditions is equivalent to the same QFT
defined in a moving reference frame with imaginary velocity given by v = iξ and
euclidean partition function

Z (L0,ξ) = Tr [e−L0(H−iξ⋅P)] , (4.3)

where H is the hamiltonian operator and P is the total momentum operator in
the boosted reference frame, with boost characterized by the Lorentz factor γ =
(1 + ξ2)−1/2. Therefore, a relativistic thermal field theory in the presence of shifted
boundary conditions is totally equivalent to the same theory with standard periodic
(anti-periodic for fermionic fields) boundary conditions but with a longer temporal
extent L0/γ and temperature

T = γ

L0

= 1

L0

√
1 + ξ2

. (4.4)

By restricting ourselves to the case ξ = (ξ,0,0), the coordinates (x0, x1) of the
system with shifted boundary conditions are mapped into the coordinates (x′0, x′1)
of the system with periodic boundary conditions through an euclidean Lorentz
transformation

⎧⎪⎪⎪⎨⎪⎪⎪⎩

x′0 = (x0 + ξx1)γ

x′1 = (x1 − ξx0)γ
, (4.5)
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x0

x1

L0

x′0

x′1

L′0 = L0/γ

Figure 4.1: The grey horizontal lattice in the plane (x1, x0) represents the lattice
with shifted boundary conditions and lattice extent L0/a = 6 in the temporal
direction. The rotated lattice represents the corresponding (x′0, x′1) frame with
periodic boundary conditions and temporal extent L0/γ, with ξ = (1,0,0).

while x2 and x3 are left unchanged, being the boost in the first spatial direction. In
fig. 4.1 the transformation between the two systems is shown in the (x1, x0)-plane.
In a shifted frame the Matsubara frequencies for fermionic and bosonic fields, that
we defined in eq. 2.6 and 2.7 respectively, are accordingly modified to [167]

kn =
π

L0

(2n + 1) − k ⋅ ξ , (4.6)

kn =
2πn

L0

− k ⋅ ξ , (4.7)

where n is an integer number in [0, L0/a − 1] and k is the spatial momentum
defined in presence of periodic boundary conditions in the spatial direction. In
order to make a definite choice, in this thesis we use shifted boundary conditions
with ξ = (1,0,0) and consequently T = 1/ (

√
2L0).

Shifted boundary conditions have been proven to be an efficient framework to
tackle several problems that are otherwise very challenging both from the theo-
retical and the numerical point of view. In particular, those have already given
remarkable results in the renormalization of the energy-momentum tensor [168]
and in the calculation of the EoS at the permille level [169, 14] in the SU(3)
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Yang-Mills theory and, more recently in the computation of the renormalization
constant of the local vector current in QCD [170].

Even if shifted boundary conditions are not crucial for the purpose of this thesis,
we have chosen to use them in order to share the cost of generating the gauge field
configurations for the project which aims at the computation of the QCD Equation
of State [167] in the same range of temperatures we explore in this work. Besides
this cost-effective reason, there is also a technical reason for which shifted boundary
conditions are a preferable framework, namely they provide milder discretization
errors. Such behaviour has been observed in the pure gauge theory in Ref. [169, 14]
and in QCD at leading and next-to-leading order in perturbation theory in Ref.
[170]. Even in this case, the use of shifted boundary conditions makes discretization
errors in the screening masses milder, at least at leading order in perturbation
theory, see App. G.

4.2 Scale setting and lines of constant physics

Generally, when simulating QCD at zero-temperature the theory is renormalized
by using a hadronic renormalization scheme in which the value of a given hadronic
quantity Θ̂had, computed on the lattice, is fixed to its physical value, see Sec. 3.4 for
a more detailed discussion. Due to the window problem in eq. 3.50, this hadronic
quantity has to be chosen so that it can be easily accommodated on the lattice
and in such a way that it can be efficiently resolved by the chosen lattice spacing.

When simulating a wide range of temperature spanning several orders of mag-
nitude, the additional scale T has to be accommodated on the lattice too [171,
172, 173]. If the temperature is sufficiently large and, in particular, much larger
than the hadronic scale, the window relation to be satisfied on the lattice becomes

a≪ 1

T
≪ 1

Θ̂had

≪ L , (4.8)

which would require to accommodate on a single lattice both the temperature
and the hadronic scale which may differ by several orders of magnitude. Cleary
this condition makes the numerical computation prohibitively expensive for very
large temperatures. A similar problem was encountered when renormalizing non-
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Θ̂had

Figure 4.2: Graphical representation of step-scaling techniques which allowed us to
explore a wide range of temperature. The overall scale was fixed in the low energy
regime by using the results in Ref. [180].

perturbatively QCD and was solve many years ago with the introduction of step-
scaling techniques [174, 175].

In this work we overcome this problem by exploiting a non-perturbative defini-
tion of the renormalized coupling constant in a finite volume ḡ2SF(µ) which can be
efficiently computed on the lattice for values of the renormalization scale µ which
span several orders of magnitude. Here we refer to the definition of the coupling
constant based on the Schrödinger Functional renormalization scheme (SF) [176],
but other choices are possible as well. In particular, in this work we will also exploit
the Gradient Flow (GF) definition [177, 178, 179].

The underlying idea is to transpose the knowledge deriving from the finite
volume setup provided by the SF to the finite temperature framework. Once ḡ2SF(µ)
is known in the continuum limit for the energy scale µ which can be accommodated
on the lattice, i.e. aµ≪ 1 [178, 181], and the dependence of the bare coupling on
the lattice spacing is known, we require µ ∼ T . The lines of constant physics are
then fixed by requiring the value of the renormalized coupling at finite lattice
spacing a to be

ḡ2SF(g0, aµ) = ḡ2SF(µ) , for aµ ∼ aT ≪ 1 . (4.9)

In this way we fix the dependence of the bare coupling on the lattice spacing, for
values of a at which the temperature can be easily accommodated. The combi-
nation of eq. 4.9 with step-scaling techniques allows to explore a wide range of
temperature without the need of simulating large volumes and then with a mod-
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erate cost in terms of computer time. The detailed discussion on how the bare
parameters of the lattice actions have been fixed is reported in App. D

4.3 Lattice setup

The strategy outlined in the previous section and in App. D has been implemented
in the present study to simulate QCD in presence of Nf = 3 quarks in the chiral
limit, at 12 values of the temperatures, T0, . . . , T11 ranging from about 1 GeV
up to 160 GeV. For the nine highest temperatures T0, . . . , T8 we adopted, as a
discretization for the gluonic sector of the QCD action, the Wilson plaquette action
defined in eq. 3.14, while for the three lowest temperatures T9, T10 and T11 the Yang-
Mills sector has been discretized by using the tree-level improved gauge action
defined in eq. C.1. For all the temperatures that we simulated, three massless
fermions have been discretized on the lattice with the standard Wilson action in
eq. 3.33 with O(a)-improvement, see eq. 3.71 and eq. 3.70. For all the simulations,
quark masses have fixed by axial WTIs.

In order to extrapolate to the continuum limit with confidence, for each tem-
perature, we simulated several lattice spacings corresponding to L0/a = 4,6,8, and
10, with bare parameters fixed at each lattice spacing by using the strategy out-
lined in Sec. 4.2 and in App. D. In order to keep finite volume effects under control
we simulated large lattices with L/a = 288 in all the spatial directions, see Sec. 4.5
for a further discussion on finite volume effects.

4.4 Restricting to the zero-topological sector

As already mentioned in Chapter 2 at high temperature, the topological charge
distribution is expected to be extremely peaked at Q = 0. The semiclassical anal-
ysis provided by the dilute instanton gas approximation predicts the topological
susceptibility χ(T ) in the SU(3) Yang-Mills theory to be proportional to T −b,
with b = 8. Such prediction has been verified explicitly on the lattice in Ref.
[61]. In QCD with three light degenerate flavours with mass m, the semiclassi-
cal analysis predicts χ ∼ T −8m3. Even if the systematics is still difficult to control,
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when fermions are included, the numerical simulations done so far confirm such
behaviour [62, 63, 64, 65].

As a result, already at the lower temperature we simulated, i.e. T ∼ 1 GeV,
the probability to encounter a configuration in a non-zero topological sector in our
volumes is expected to be several orders of magnitude smaller than the permille
or so. Notice that, this is even less probable in presence of massless quarks. From
these considerations, we can safely restrict our calculation to the zero topology
sector and generate gauge field configurations as described in Sec. 3.7 and more
specifically in App. C.3.

4.5 Finite volume effects

This section is dedicated to derive the relevant formula for the leading finite volume
effects in spatially separated correlation functions CO(x3) at asymptotically high
temperatures. Here we follow the argumentation provided in Ref. [166, 182, 183].
The derivation is performed for a lattice with shifted boundary conditions with
ξ = (ξ1,0,0), see Sec. 4.1. The results can be readily generalized for any ξ by
exploiting the invariance of the theory under SO(3) spatial rotations. Moreover,
the result for standard periodic boundary condition is easily recovered by simply
setting ξ1 = 0.

Let us consider a volume L0 × L3 and define the finite-volume residue due to
the compactification in the 1-direction. It reads1

I1 (x3, L) ≡ [1 − lim
L→∞
]CO(x3) , (4.10)

where L is the lattice extent in the first spatial direction. In order to determine
the functional form of I1 we consider the transfer-matrix representation of the
correlation function CO(x3) along the 1-direction, see Sec. 3.8.1, i.e.

CO(x3) = ∫ dx0 dx1 dx2
Tr [e−(Lγ1−x1)H̃Oa (x̃) e−x1H̃Oa (0̃) e−iLγ1ξ1ω̃]

Tr [e−Lγ1(H̃+iξ1ω̃)]
, (4.11)

1For simplicity here we refer to mesonic correlation functions, but an analogous discussion
leads to the same result for the baryonic case.
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where x̃ = (x0, x1, x2), γ1 = (1 + ξ21)
−1/2 and the trace Tr is over the states of the cor-

responding Hilbert space. In eq. 4.11 H̃ denotes the screening Hamiltonian in the
1-direction. In analogy with the usual Hamiltonian, such operator has a discrete
spectrum of states defined on a slice of dimensions (L0/γ1) × L × L with ordinary
periodic boundary conditions. The operator ω̃ denotes instead the momentum op-
erator along the 0-direction of length (L0/γ1). In the following we denote with ∣n⟩
the set of simultaneous eigenstates of H̃ and ω̃, and potentially other conserved
charge operators. The energies En and the Matsubara frequencies ωn are the eigen-
values of the screening Hamiltonian and of the momentum operator respectively.
We now assume that the states are ordered in such a way that En+1 ≥ En. As a
consequence, the state ∣0⟩ is the ground state of the system, for which we conve-
niently set E0 = 0. At large temperatures, the state ∣1⟩ is then expected to have a
positive mass, which represents the mass gap Mgap of the the theory.

At asymptotically high temperature QCD effectively behaves as a three di-
mensional theory, whose only energy scale is ∼ T , see Sec. 2.2.2 and 2.2.3. The
corresponding degrees of freedom are the zero Matsubara modes of the gauge
fields A0 and Ak with k = 1,2,3, while the non-zero gluonic Matsubara modes and
the fermionic fields are heavy degrees of freedom which can be integrated out. As
a consequence, we expect the lowest-lying energy states to have En ≪ πT and zero
baryon number [184]. By inserting two complete sets of eigenstates ∣n⟩ with zero
baryon number in eq. 4.11 we get

CO(x3) =
1

Z ∫
dx0 dx1 dx2 ∑

n,n′
e−Lγ1(En+iξ1ωn)e−x1(En′−En)

× ⟨n∣Oa (x̃) ∣n′⟩ ⟨n′∣Oa(0̃) ∣n⟩ + . . . , (4.12)

with Z = ∑n e−Lγ1(En+iξ1ωn) + . . . , where the dots stand for baryonic contributions
which are suppressed exponentially with respect to the sum. Let us focus on the
terms in the sum for which we have En ≠ En′ . For those, the integral in eq. 4.12
reads

e−Lγ1En ∫
Lγ1

0
dx1e

−x1(En′−En) = e
−Lγ1En − e−Lγ1En′

En′ −En
, (4.13)
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which leads, by inserting it into eq. 4.12, to

CO(x3) =
1

Z ∫
dx0 dx2 ∑

n,n′

En≠En′

e−Lγ1(En+iξ1ωn)

En′ −En

× {⟨n∣Oa(x̃) ∣n′⟩ ⟨n′∣Oa(0̃) ∣n⟩ + ⟨n∣Oa(0̃) ∣n′⟩ ⟨n′∣Oa(x̃) ∣n⟩} + . . . ,

(4.14)

where we relabelled n ↔ n′ in some terms. In eq. 4.14 the terms with En = En′
are included in the dots2. Written in this form, it is clear that in the limit L→∞,
the terms with energies En ≪ πT are dominant in the sum. Furthermore, within
this energy range, there are no terms with En = En′ that can contribute, since Oa

has non-trivial flavour quantum numbers and any flavoured mesonic state has an
energy En ≥ 2πT . Since we are interested in determining the leading finite-volume
correction on the correlation function CO(x3) we shall restrict ourselves to consider
only states that satisfy the above energy constraint. These include, in particular
the vacuum and 1-particle states with mass equal to the mass gap Mgap of the
theory. Thus we introduce the two-point correlation function

Gn(τ, x̃) = ⟨n∣T{Oa (τ, x̃)Oa (0, 0̃)} ∣n⟩ , (4.15)

where T{⋅} denotes the ordered product of the operators with respect to the pa-
rameter τ and Oa (τ, x̃) = eτH̃Oa(x̃)e−τH̃ . After some trivial algebra, it is straight-
forward to show that

∫
∞

−∞
dτ Gn (τ, x̃) = ∑

n′

1

En′ −En
{⟨n∣Oa(x̃) ∣n′⟩ ⟨n′∣Oa(0̃) ∣n⟩

+ ⟨n∣Oa(0̃) ∣n′⟩ ⟨n′∣Oa(x̃) ∣n⟩} ,
(4.16)

By combining eq. 4.16 with eq. 4.14 and by taking the limit L→∞ we find for I1

I1 (x3) = ∑
n∣1-particle

states

e−Lγ1(En+iξ1ωn)∫ dx0 dx1 dτ {Gn (τ, x̃) −G0 (τ, x̃)} + . . . ,

(4.17)
2Notice that, in order to derive eq. 4.14 we used the fact that CO(x3) is projected onto zero

Matsubara frequency and therefore ωn = ωn′ .
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where the energies of the 1-particle states are confined to the range Mgap ≲ En ≲ πT
and the dots stand for terms which are exponentially suppressed compared to
the leading ones. From this expression, it is immediate to conclude that I1 is
exponentially suppressed as MgapL → ∞. Moreover, the length of the other two
spatial directions can be sent to infinity on the r.h.s. of 4.17 up to sub-leading
finite-volume effects. The analogous contribution from the 2-direction, I2 is directly
obtained from I1 by simply replacing Lγ1 → L, ξ1 → 0 and x1 → x2. Its expression
reads

I2 (x3) = ∑
n∣1-particle

states

e−LEn ∫ dx0 dx2 dτ {Gn (τ, x̃) −G0 (τ, x̃)} + . . . . (4.18)

Finite volume corrections along the 3-direction can be taken into account, as usual,
by considering the backward propagation in the series of exponentials due to pe-
riodic boundary conditions in that direction. Since in this work we will extract
screening masses from the asymptotic behaviour of such correlation functions,
their finite-volume corrections are determined by I1 + I2 only.

On one hand, as we have seen in Sec. 2.2.3 at asymptotically high temperature,
the only relevant scale is g2E. As a consequence finite-volume effects are expected to
be exponentially small in g2EL ≈ g2TL, times a non-perturbative coefficient. On the
other hand, at intermediate temperatures, as EQCD sets in, the mass gap of the
theory could be different but, in any case, always proportional to the temperature.
In conclusion, if the temperature is sufficiently large with respect to ΛQCD, which is
therefore a low energy constant, the mass gap is always expected to be proportional
to the temperature times an appropriate power of the coupling constant.
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Chapter 5

Mesonic screening masses

This chapter is devoted to a detailed discussion on the mesonic screening masses.
In this thesis we are interested in screening masses related to flavour non-singlet
fermionic bilinear operators (see eq. 3.97)

Oa = ψ̄(x)ΓOT aψ(x) , (5.1)

where ΓO = {1, γ5, γµ, γµγ5} characterizes the structure of the operators in Dirac
space. Such operators are named, as usual, as O = {S,P,Vµ,Aµ} and their quantum
numbers are reported in App. B.1. In order to make a definite choice, in this thesis
we restrict ourselves to the case of µ = 2. The non-trivial flavour structure of the
operators is given by the traceless generators T a of the SU(3) flavour group, which,
as usual, satisfy the properties in App. A.1.

Screening masses are extracted from spatially separated correlation function of
the form in eq. 2.26. Here we restrict ourselves to the static sector of the mesonic
screening masses, namely we project the screening correlation function to zero
Matsubara frequency, i.e. n = 0. The continuum two-point correlation function,
computed in the 3-direction reads

CO(x3) = ∫ dx0 dx1 dx2 ⟨Oa(x)Oa(0)⟩ , (5.2)

where no summation over a is understood. Notice that, since we are simulating
three degenerate quarks, see Sec. 4.2 and App. D, the l.h.s does not depend on
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a. Moreover, since we are taking into account flavour non-singlet interpolating
operators, the disconnected Wick contraction in eq. 3.101 does not contribute.
The corresponding screening mass is extracted as in eq. 2.27 and characterizes the
exponential decrease of the correlation function at large spatial distances.

At low temperatures, due to the chiral anomaly and the spontaneous breaking
of chiral symmetry, the masses resulting from the above correlation functions are
different. As we have seen in Chapter 2, when the temperature is large enough, the
vector and the axial screening masses are expected to become degenerate thanks to
the restoration of the non-singlet chiral symmetry, see eq. 2.36. Moreover, at high
temperature, the topological charge distribution becomes narrower and narrower
[61], and only the sector with zero topology contributes, de facto, to the functional
integral [185, 186]. This, in practice, implies the degeneracy of the non-singlet
scalar and pseudoscalar screening masses as well, see eq. 2.47 for the corresponding
WTI.

5.1 Mesonic screening masses in the effective field
theory

The leading term and the O(g2) correction to the non-singlet mesonic screening
masses have been determined in the context of the dimensional reduced effective
theory which we discussed in Sec. 2.2.2, 2.2.3 and 2.2.5. For three massless quarks,
their expressions read [187, 15]

mPT
O = 2πT +

g2E
3π
(1 + 0.93878278) = 2πT (1 + 0.032739961 ⋅ g2) , (5.3)

where the first two terms come from the low-energy constant M , see eq. 2.25, while
the last one is generated by the interactions.

In the following subsections, the result in eq. 5.3 is derived and some time will
be also dedicated to the analysis of possible higher order terms contributing to the
flavour non-singlet screening masses. Such derivation is somehow pedagogical and
in the following we can benefit from it, since it allows us to develop the formalism
which will be used in Chapter 6 for the more complicated 1-loop perturbative
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calculation of the baryonic screening masses.
Before discussing the perturbative calculation, let us write the interpolating

operators in eq. 5.1 in terms of the three-dimensional spinors defined in eq. 2.18.
By using the representation for the Dirac gamma matrices we provide in eq. A.17 it
is straightforward to see that the general structure of such interpolating operators
reads [15]

S =χ†φ + φ†χ ,

P =χ†σ3φ − φ†σ3χ ,

Vk = − εkl (χ†σlφ − φ†σlχ) ,

Ak = − i (χ†σkφ + φ†σkχ) ,

(5.4)

where indices l, k = 1,2 label the transverse spatial directions and εkl is the two-
dimensional anti-simmetric Levi-Civita symbol, i.e. ε12 = −ε21 = 1.

5.1.1 Free theory result

Let us consider the action for non-relativistic heavy quarks in eq. 2.24 and restrict
ourselves to the free case. The free action reads

SNRQCD = ∫ d3x [iχ† (p0 + ∂3 −
∇2
⊥

2p0
)χ + iφ† (p0 − ∂3 −

∇2
⊥

2p0
)φ] , (5.5)

where p0 = ±πT is the lowest fermionic Matsubara frequency. From the action
above, the free χ and φ propagators are easily worked out, see App. E.1 for the
explicit derivation. Their expression is reported in eq. E.3 and E.4 for χ and φ

respectively. Notice that the free theory propagators are diagonal in spin space.
The reason is that in the free action there is no operator which directly acts on
spin indices, like the one in eq. 2.23. As a consequence, all the two-point corre-
lation functions involving the operators in eq. 5.4, at tree level, are degenerate
with structure ∼ ⟨φ†(x3)χ(x3)χ†(0)φ(0)⟩. Therefore, by taking into account the
expression for the free propagators in App. E.1, the two-point correlation function
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in eq. 5.2 at leading order in the effective field theory can be written as

C
(0)
O (x3) ∝ ∫

p⊥,q⊥
δ(2) (p⊥ + q⊥)δ(p0 + q0)θ(p0)θ(−q0)

exp [−x3 (p0 + ∣q0∣ +
p2

2p0
+ q2

2∣q0∣
)] ,

(5.6)

where and ∫p⊥ ≡ ∫
d2p⊥
(2π)2 and p⊥ = (p1, p2). Furthermore, by explicitly using the

conservation of energy, it is straightforward to see that for large x3-separations,
the correlation function in the static limit, i.e. for p⊥ = q⊥ = 0, is dominated by the
mass 2p0 = 2πT .

Before focusing on the higher order contributions to the mesonic screening cor-
relation function, let us stress that, by construction the correlation function in eq.
5.6 is a Green’s function which satisfies the equation of motion (∂3 − Ĥ)C(0)O (x3) =
0, for x3 ≠ 0, where Ĥ is the hamiltonian of a system of two non-interacting par-
ticles.

5.1.2 1-loop order correction

In this section we compute the 1-loop order correction to the mesonic screening
masses in eq. 5.3. The following discussion is mainly based on Ref. [15]. The basic
idea is to compute the O(g2) corrections from the corresponding diagrams, which
implies to simply use the propagators for the three-dimensional fields χ and φ

computed at the same order. By taking into account the power counting in table
2.1, the action for non-relativistic quarks at O(g2) reads

SNRQCD = ∫ d3x [iχ† (M − gEA0 +D3 −
∇2
⊥

2p0
)χ + iφ† (M − gEA0 −D3 −

∇2
⊥

2p0
)φ] .

(5.7)

Notice that as for the free action in eq. 5.5, also the action at O(g2) does not
contain any operator which acts on spin indices. As for the free case, the 1-loop
order correction to the mesonic screening masses is spin independent.

By taking into account the free correlation function in eq. 5.6, if we assume the
two quarks in the sink operator to be displaced in the spatial transverse directions,
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the mesonic correlation function at 1-loop order has the general form

C
(1)
O (x⊥,y⊥, x3) ∝ exp [−x3 (2M −

∇2
x

2M
−
∇2

y

2M
) + g2EA (x⊥,y⊥, x3)]

=C(0)O (x⊥,y⊥, x3) + g2EA (x⊥,y⊥, x3)C
(0)
O (x⊥,y⊥, x3) ,

(5.8)

where x⊥ and y⊥ denote the transverse coordinates of the two quarks and in the
last line we expanded for small coupling and used the tree-level result in eq. 5.6. In
the equation above M is the low-energy constant in eq. 2.25 computed at 1-loop
order, g2E is the three-dimensional coupling defined in eq. 2.13 and A (x⊥,y⊥, x3)
is the 1-loop order correction to the correlation function. In analogy with what we
have done for the free case, it is easy to see that this correlation function satisfies,
for non-zero separations, the equation of motion

[∂3 + 2M −
∇2

x

2M
−
∇2

y

2M
− g2EK (x⊥,y⊥, x3)]C

(1)
O (x⊥,y⊥, x3) = 0 , (5.9)

where we introduced the dimensionless kernel K (x⊥,y⊥, x3) = ∂3A (x⊥,y⊥, x3). The
screening mass characterizes the exponential suppression of this correlation func-
tion for large x3-separation. Therefore, it is natural to assume for the correlation
function the asymptotic functional form C

(1)
O (x⊥,y⊥, x3) = C(x⊥,y⊥)e−E0x3 . Then

by inserting this functional form in the equation above, it is straightforward to
see that the lowest energy level E0 is simply obtained by solving the eigenvalue
problem, given by the 2-body Schrödinger equation

[− ∇
2
x

2M
−
∇2

y

2M
+ 2M + V (x⊥,y⊥)]C(x⊥,y⊥) = E0C(x⊥,y⊥) , (5.10)

where we introduced the static potential V (x⊥,y⊥) = − limx3→∞ g
2
EK (x⊥,y⊥, x3).

Notice that, in general, the kernel K (x⊥,y⊥, x3) might contain transverse contri-
butions deriving from the exchange of soft and ultrasoft transverse gluons and from
the transverse propagation of quarks. Furthermore, since quarks are heavy fields,
i.e p⊥ ≪ p0 and the kernel is dimensionless, we can assume to expand K (x⊥,y⊥, x3)
in powers of ∇⊥/p0, with the leading contribution containing longitudinal quark
propagation only. In this sense, in the static quark limit, contributions coming from
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Figure 5.1: 1-loop order corrections to the screening mesonic correlation function.
Straight solid lines represent the two longitudinal quark propagators. Wavy lines
stand for the propagators of the gauge field A3 and dashed lines represent the
propagators of the scalar field A0, see Sec. 2.2.2 for the details.

the fermionic transverse motion, even if those are still O(g2), are parametrically
suppressed as (∇⊥p0 )

n
with n ≥ 1. By proceeding in this way, the 1-loop order cor-

rection to the screening correlation function can be extracted by using the O(g2)
longitudinal propagators for the fields χ and φ, which have been derived in App.
E.2. By putting everything together, the 1-loop order correlation function, in the
static limit, i.e. for p⊥ → 0, can be written as

C
(1)
O (x⊥,y⊥, x3) =

1

N
⟨Uab

χ (x⊥, x3)U ba
φ (y⊥, x3)⟩ , (5.11)

where the longitudinal propagators Uχ and Uφ are defined in eq. E.6 and E.7, a
and b are colour indices and N = 3 is an irrelevant constant which can be easily
computed by requiring the correct normalization for the tree-level result in eq. 5.6.
The derivation of such correlation function is performed in details in App. E.3. Its
final expression reads

C
(1)
O (r⊥, x3) ∝ e−2Mx3 {1 + g2EAL(0⊥, x3) + g2EAT(r⊥, x3)} (5.12)

where AL(0⊥, x3) and AT(r⊥, x3) are the contributions deriving from the exchange
of longitudinal and transverse gluons respectively, see eq. E.13 and E.14, and r⊥ =
x⊥−y⊥. Those contributions, which are graphically shown in fig. 5.1, can be written
in terms of the gluon propagators defined in eq. E.15 and E.16. By comparing eq.
5.12 together with eq. E.13 and E.14, with eq. 5.8, it is straightforward to derive
the expression for the static potential, see App E.5 for the full derivation. It reads

V − (r⊥) =
g2CFT

2π
[lnmEr

2
+ γE −K0 (mEr)] , (5.13)

where mE is the Debye mass defined in eq. 2.13, r = ∣r⊥∣ and K0(x) is a modified
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Bessel function. In order to find a numerical solution to the Schrödinger equation in
eq. 5.10 with static potential given by eq. 5.13 it is useful to define the dimensionless
parameters r̂ and Ê0 as

r̂ ≡mEr , E0 ≡ 2M + g
2TCF
2π

Ê0 . (5.14)

As a result, the Schrödinger equation, for the relative motion, can be rewritten in
polar coordinates as [15]

[−( d
2

dr̂2
+ 1

r̂

d

dr̂
) + ρ(ln r̂

2
+ γE −K0 (r̂) − Ê0)]C(r̂) = 0 . (5.15)

where

ρ = g
2T 2CF
2m2

E

Nc=3= 4

(6 +Nf)
Nf=3= 4

9
(5.16)

A numerical solution is then easily found with standard algorithms, like the one
described in App. F.21, and leads to the result Ê0 = 0.469393 and correspondingly
the 1-loop order screening mass reads

E0 = 2πT + g2T
CF
2π
(1
2
+ Ê0) = 2πT (1 + 0.032740 ⋅ g2) , (5.17)

which perfectly agrees with the result in eq. 5.3 taken from Ref. [15], which we
assume, in the following, as the reference perturbative result.

5.1.3 Higher order contributions

This section is devoted to the analysis of possible higher order terms in the per-
turbative expansion of the mesonic screening masses. In general, before looking at
such corrections, the correct expansion parameter for the static potential as to be
carried out. By combining the result that we obtained for the 1-loop order static

1Notice that a numerical solution to this equation suffers from bad convergence for small r̂.
A possible solution to this problem can be found in Ref. [188].
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potential with dimensional analysis, the general form of the static potential is [15]

V (r⊥) ∼ g2E ln r + g4Er +O(g6Er2) , (5.18)

where the scale appearing in the leading logarithmic term is fixed by the 1-loop
order calculation. By using the same power counting rules which have been defined
in Sec. 2.2.5, one can easily see that 1/r ∼ O(gT ). Notice that this power counting
somehow justifies the introduction of the dimensionless r̂ in eq. 5.14. In such a way
we can rewrite the static potential, by using g2E ∼ g2T , as

V (r̂) ∼ g2T (ln r̂ + gr̂ +O(g2r̂2)) , (5.19)

from which it directly follows that the expansion parameter of the static potential is
O(g). Furthermore, notice that, written in this way, the potential is proportional to
the temperature times a dimensionless function of the separation between quarks, a
fact which is expected, since the only energy scale of the system is the temperature.

From such considerations, it follows that the perturbative expansion of the
screening masses may contain also odd powers in the coupling constant. As a
representative example, the first of such term is the string term ∼ r̂ which might
provide O(g3) correction to the screening masses. Notice that at zero temperature
the origin of the string term is purely non-perturbative, and also at non-zero
temperature this term could be determined by non-perturbative effects.

Other features of the spectrum of the screening masses can be carried out by
looking at the NRQCD action defined in eq. 2.24 and from its power counting. In
particular, spin-dependent terms arise from the chromo-magnetic operator defined
in eq. 2.23 which is O(g4). As a consequence, spin-dependent terms in the masses
are expected to emerge only at this order and any contribution coming from lower
orders, e.g. the string term, must be the same for each of the flavour non-singlet
masses.
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5.2 Mesonic screening masses on the lattice

The lattice version of the correlation function in eq. 5.2 reads

CO(x3 − y3) = a3 ∑
x0,x1,x2

⟨Oa(x)Oa(y)⟩ . (5.20)

After integrating over the fermionic variables in the path integral, it can be written
as

CO (x3 − y3) = −
a2

2
∑

x0,x1,x2

⟨Tr [ΓOS(x, y)ΓOγ5S†(x, y)γ5]⟩ , (5.21)

where Tr indicates the trace over colour and spin indices and S(x, y) is the quark
propagator, i.e. the inverse of the O(a)-improved Wilson-Dirac operator defined in
eq. 3.33 and computed at the critical value of the quark mass, see App. D for the
details. In general, at high temperature, the inverse of the lattice Dirac operator
has to be done with some care. The reason is that the lowest Matsubara frequency
πT provides an infrared cut-off to quark propagation and, as a result, the matrix
elements of the propagator S(x, y) become extremely small when πT ∣x − y∣ ≫ 1.
At those distances, a very accurate solution of the Dirac equation is required and
the brute force approach of simply implementing higher-precision by requiring a
smaller tolerance is not practicable. We have solved this problem by introducing
a distance preconditioning [189] of the Dirac equation as discussed in App. C.2.

The two-point correlation functions for the scalar and pseudoscalar densities
and for the vector and the axial currents have been computed on all the lat-
tices generated, see tables D.3 and D.6. We report in tables C.1 and C.2 the
number of Molecular Dynamics Units (MDUs) after the thermalization phase of
each HMC chain, the number of MDUs skipped between two consecutive indepen-
dent configurations and the number of local sources per configuration on which
the Wilson-Dirac operator has been inverted. The best estimates of CO(x3) on
each configuration have been obtained by averaging their values from all the local
sources and then by symmetrizing the correlation functions with respect to the co-
ordinate x3 = L/2. We carefully monitored the autocorrelation of the correlators,
and we never observed long autocorrelation times with respect to the number of
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Figure 5.2: Plot of the effective masses, normalized to the free theory value 2πT ,
for the pseudoscalar (left) and the the vector (right) correlation functions at the
temperature T3 for L0/a = 6.

MDUs skipped between two consecutive measurements.
Let us anticipate that within our statistical precision, at all the temperatures

simulated, we observed an excellent agreement between the scalar and the pseu-
doscalar correlators as well as between the vector and the axial ones at intermediate
and large separations. As we have seen in Sec. 2.3.2, this is a distinctive feature of
the restoration of chiral symmetry which manifests itself at high temperature. For
this reason in the following sections we focus our discussion on the pseudoscalar
and the vector masses and we postpone the discussion about the scalar and the
axial channel to a dedicated section (see Sec. 5.2.4).

5.2.1 Mesonic effective masses

Once the two-point correlation functions in eq. 5.21 have been computed as dis-
cussed in the previous section, effective masses are defined as

mO (x3) =
1

a
arcosh [CO (x3 + a) +CO (x3 − a)

2CO (x3)
] . (5.22)

Two representative examples are provided in fig. 5.2. On the left panel we show the
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effective mass related to the pseudoscalar density and on the right panel the one
associated to the vector current, in both cases data refer to L0/a = 6 at the temper-
ature T3 = 32.8 GeV. An analogous behaviour is observed for all the lattices. We
obtained very long plateaux thanks to the fact that we have simulated very large
spatial extensions in our volumes and that there is no signal-to-noise ratio problem
if the temperature is sufficiently large. In order to determine the best estimates of
the screening masses mO, we start by fitting the symmetrized correlator to a sum
of two exponentials from a minimum value of x3/a up to the last available point.
The minimum value is chosen so as to obtain, at the same time, a good quality of
the two-exponential fit and a statistically non-zero contribution deriving from the
sub-leading exponential. From the result of this fit, we then estimate the minimum
value xmin

3 /a from which the contamination in the effective mass due to the second
exponential is negligible with respect to the statistical precision that we obtain by
fitting the effective mass to a constant from xmin

3 /a up to the last available point.
We then explicitly verify that a constant value fits well the effective mass from
xmin
3 /a up to the end of the plateau, and that by increasing xmin

3 /a by a few units
the result of the fit does not change significantly. Two representative examples of
such fits are provided in fig. 5.2 as straight lines for T3 and L0/a = 6. Our best
estimates of the screening masses are reported in tables C.1 and C.2 for all the
lattices that we have simulated. The statistcal error is at most a few permille in
all the cases. Furthermore, we profit from the correlations in our data in order to
reduce the statistical error, by calculating the mass diference between the vector
and the pseudoscalar masses, i.e. (mV −mP ) / (2πT ). Data regarding the mass dif-
ference are provided in tables C.1 and C.2 as well. Notice that such combination
is particularly useful because it encodes any spin-dependent term, which can be
computed very precisely.

Before concluding this section, let us remark that we explicitly checked that
finite volume effects are totally under control and that their effects are negligible
within our statistical precision: we have generated three more lattices at the highest
and at the lowest temperatures for the smallest spatial volumes corresponding
to L0/a = 6,10 and 8 for T0, T1 and T11 respectively. These lattices have the
same extension in the temporal and in the third spatial directions as those in
tables D.3 and D.6 but smaller extension in the other two spatial directions. The
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Figure 5.3: Numerical results for the tree-level improved pseudoscalar (left panel)
and for the vector (right panel) screening masses at finite lattice spacing (black
dots). The lines represent the linear extrapolations in (a/L0)2 to the continuum
limit. Each temperature has been analyzed independently from the others. In order
to improve readability data corresponding to Ti with i = 0, . . . ,11 has been shifted
downward by 0.02 × i.

screening masses computed on them are in agreement with those calculated on
the larger volume as expected from the discussion in Sec. 4.5. Therefore we can
safely assume that our results have negligible finite-volume corrections within the
statistical precision.

5.2.2 Continuum limit of mesonic screening masses

The results that we have collected at finite lattice spacing, see tables C.1 and C.2
have to be extrapolated to the continuum in order to remove any cut-off effect.
Since we are using O(a)-improved actions, the Symanzik effective theory predicts
that the leading behaviour of the lattice artifacts has to be O(a2). In order to make
continuum limit extrapolations as reliable as possible, we can further accelerate
the convergence to the continuum by introducing a tree-level improved definition
of the effective mass

mO Ð→ mO − [mfree
O − 2πT ] , (5.23)
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where mfree
O is the mass in the free theory computed on the lattice. The calculation,

reported in App. G.1, shows that it is the same for all the mesonic two-point
correlation function of interest. From now on, in the following discussion we will
always consider the tree-level improved definition of the screening masses and,
without any ambiguity, we will refer to them as mO.

The extrapolation to the continuum limit for the pseudoscalar and the vector
screening masses are represented on the left and on the right panel of fig. 5.3 re-
spectively. For better readability data corresponding to Ti (i = 0, . . .11) are shifted
downward by 0.02 × i. The analogous plot for the mass difference (mV −mP ) is
shown in fig. 5.4. At each temperature, lattice artifacts are well described by a
single O(a2) correction. Indeed, by fitting each data set linearly in (a/L0)2, the
values of χ2/dof are all around 1 except for a few outliers a fact which is, however,
not surprising, given the large amount of data and fits that we have collected. The
results of such fits are shown in fig. 5.3 and 5.4 as straight lines. Furthermore, for
the mass difference in fig. 5.4 the linear coefficient in (a/L0)2 is always found to be
compatible with zero at all the temperatures. We take the continuum limit values
of these fits as our best estimated for the vector and the pseudoscalar screening
masses and for their difference.
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Figure 5.4: As in figure 5.3 but for the
mass difference.

Such values are reported in table
5.1 for all the 12 temperatures that
we simulated in this thesis. As a fur-
ther consistency check of the extrap-
olations, we have fitted the data by
excluding the coarsest lattice spacing,
i.e. L0/a = 4, for the temperatures
T1, . . . , T8, for which we have 4 data
points. The intercepts are in excellent
agreement with those of the previous
fits, albeit a slightly larger error. Fur-
thermore, for the same data set, we
also attempted to include in the fit a
(a/L0)2 log (a/L0) or a cubic term in
the lattice spacing. The resulting coef-
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T T (GeV) mP

2πT

mV

2πT

(mV −mP )
2πT

T0 164.6(5.6) 1.0194(25) 1.0261(23) 0.0071(7)
T1 82.3(2.8) 1.0219(15) 1.0291(18) 0.0076(4)
T2 51.4(1.7) 1.0216(16) 1.0312(18) 0.0087(4)
T3 32.8(1.0) 1.0217(15) 1.0302(19) 0.0092(6)
T4 20.63(63) 1.0220(15) 1.0343(17) 0.0105(6)
T5 12.77(37) 1.0185(18) 1.0306(24) 0.0132(10)
T6 8.03(22) 1.0200(18) 1.0341(28) 0.0143(13)
T7 4.91(13) 1.0192(18) 1.037(3) 0.0181(14)
T8 3.040(78) 1.0124(18) 1.0380(25) 0.0252(13)
T9 2.833(68) 1.0147(24) 1.038(3) 0.0244(20)
T10 1.821(39) 1.0122(18) 1.044(4) 0.0305(20)
T11 1.167(23) 1.0039(20) 1.045(6) 0.041(4)

Table 5.1: Best estimates for the pseudoscalar, mP , and the vector, mV , non-singlet
screening masses in the continuum limit together with their difference.

ficients were always found to be compatible with zero. As a final comment on the
extrapolation, given the high quality of the data and of the fits described above,
it was not necessary to model the temperature dependence of the lattice artifacts
through a global fit of the data.

5.2.3 Temperature dependence and spin-splitting

In table 5.1 we collect the main results on the pseudoscalar and the vector screening
masses and on their mass splitting. Those masses have been computed for the first
time in a wide range of temperatures from T ∼ 1 GeV up to 160 GeV or so with a
few permille accuracy. It is clear, by looking at the continuum limit results reported
in table 5.1 that the bulk of the non-singlet meson screening masses is given by the
free theory value 2πT , both for the pseudoscalar and the vector channel, see Sec.
5.1.1, plus a few percent positive deviation in the entire range of temperatures.

Given the high quality of our results, we can study in detail the temperature
dependence induced by interactions. In order to do that, we introduce the function
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ĝ2(T ), defined as

1

ĝ2(T )
≡ 9

8π2
ln

2πT

ΛMS

+ 4

9π2
ln(2 ln 2πT

ΛMS

) , (5.24)

where ΛMS = 341 MeV is taken from Ref. [40]. It corresponds to the 2-loop definition
of the strong coupling constant in the MS scheme at the scale µ = 2πT . However,
let us stress that, for our purpose, it is just a parametrization of the temperature
dependence, suggested by the effective field theory analysis, which turns out to be
useful to analyze our results2. In general, any function of the temperature with a
leading inverse logarithmic behaviour in the temperature is valid as well.

Pseudoscalar mass

The pseudoscalar mass (third column of table 5.1) has been fitted to a quartic
polynomial in ĝ. The resulting intercept turns out to be compatible with 1, as pre-
dicted by the free theory, within a large error. We have thus enforced the intercept
to the free-theory value, p0 = 1 and we have fitted again the data. The coeffi-
cient of the ĝ2 term turns out to be compatible with the theoretical expectation
in eq. 5.3 (see Sec. 5.1.2 for the detailed discussion) within again a large uncer-
tainty. For this reason we have also fixed this coefficient to its analytical value, i.e.
p2 = 0.032739961, and we have performed again the quartic fit of the form

mP

2πT
= p0 + p2ĝ2 + p3ĝ3 + p4ĝ4 , (5.25)

where now the p0 and p2 coefficients have been fixed to their theoretical values
as explained above. As a result, for the fit parameters we obtain p3 = 0.0038(22),
p4 = −0.0161(17) and cov(p3, p4)/ [σ(p3)σ(p4)] = −1.0 with an excellent χ2/dof =
0.75. The quality of the fit can be appreciated in the left panel of fig. 5.5, where
mP / (2πT ) is shown as a function of ĝ4 together with the best fit in eq. 5.25,
after subtracting the analytically known contributions. If the cubic coefficient is
enforced to zero, i.e. p3 = 0.0, the fit returns p4 = −0.01323(20) with again an

2Other possible definitions of the coupling are valid as well, e.g. non perturbative definitions
of the running coupling. However in such case, the comparison between our data and the analytic
result in Sec. 5.1.2 would be more involved.
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Figure 5.5: Left: the pseudoscalar mass, normalized to the free theory value 2πT ,
subtracted of the analytically known contributions, as a function of ĝ4. Right: the
vector-pseudoscalar mass difference, normalized the the free theory value, versus
ĝ4. Red bands represent the best fits of the data obtained as explained in the text.

excellent value of χ2/dof = 0.96. The subtracted data lies on a straight line over
two orders of magnitude in the temperature. The polynomial in eq. 5.25 is our best
parameterization for the pseudoscalar mass over the entire range of temperatures
explored.

The quartic term is necessary to explain the data over the entire temperature
range. In particular at the highest temperature simulated, i.e. T ∼ 160 GeV, its
contribution is still approximately half of the total contribution due to interactions.
Notice that the sign of the quartic term is negative, in contrast to the quadratic
one, and its magnitude is about 2-3 times smaller than the analytic value of p2.
When the pseudoscalar mass is plotted as a function of ĝ2, the quartic contribution
competes with the quadratic one to bend down the pseudoscalar mass as shown
in fig. 5.6. Toward the lower end of the range of temperatures, the competition
between this term and the leading one results in an effective slope of opposite sign
with respect to the analytically known one. At T ∼ 1 GeV, the various terms cancel
each other and the mass turns out to be very close the free theory value 2πT .
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Vector mass

The mass difference (mV −mP ) / (2πT ) is an interesting quantity in order to in-
vestigate the magnitude of the spin-dependent contributions. We plot our results
for this quantity (last column of table 5.1) as a function of ĝ4 on the right panel
of fig. 5.5. The data turn out to lie on a straight line with a vanishing intercept.
By fitting them to the fit ansatz

(mV −mP )
2πT

= s4ĝ4 , (5.26)

we obtain as best estimate of the fit parameter s4 = 0.00704(14) with χ2/dof = 0.79.
It turns out that the spin-dependent contribution can be parametrized by a single
O(ĝ4) correction in the entire range of temperatures. Moreover, such contribution is
still visible even at the highest temperature, where the vector and the pseudoscalar
masses are significantly different within our statistical precision. Therefore, the
best polynomial that parametrizes the vector mass (fourth column of table 5.1) in
our range of temperatures is

mV

2πT
= p0 + p2ĝ2 + p3ĝ3 + (p4 + s4) ĝ4 , (5.27)

where pi with i = 0, . . .4 are the parameters obtained from eq. 5.25, while s4 is the
one obtained by fitting the mass difference in eq. 5.26. The covariance matrix ele-
ments of the p3 and p4 coefficient with s4 are cov (p3, s4) / [σ(p3)σ(s4)] = 0.08 and
cov (p4, s4) / [σ(p4)σ(s4)] = −0.07. As shown in fig. 5.6, the quartic contribution
is necessary to explain the data over the entire range of temperatures. In partic-
ular, at the electroweak scale it is approximately 15% of the total contribution
due to interactions. Also for the vector mass, the coefficient of the quartic term
in eq. 5.27 has an opposite sign with respect to p2, but it is approximately half of
the analogous one for the pseudoscalar. By looking at fig. 5.6 it is clear that the
quartic contribution in the vector mass competes with the quadratic one, but it
is not sufficiently large to push down the mass at least up to lowest temperture
considered. At the lower end of the range of temperatures, i.e. at T ∼ 1 GeV, the
entire deviation of the vector mass from the free theory value 2πT is due to the
spin-dependent term, given the cancellation among the other terms.
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Figure 5.6: Pseudoscalar (red) and vec-
tor (blue) screening masses versus ĝ2. The
bands represent the best fits in eq. 5.25
and 5.27, while the dashed black line is
the analytically known contribution.

In the literature, non-perturbative
computations of these masses are avail-
able in the continuum limit only up
to temperatures of 1 GeV or so [190].
Even if those results were obtained
with physical quark masses, they are
in agreement with ours at those tem-
peratures within the rather large er-
rors. From the discussion in Sec. 2.3
and in particular from eq. 2.28, this
is expected, since the relevance of the
quark masses is very mild if the tem-
perature is sufficiently large with re-
spect to them. The pattern of differ-
ent contributions that we have just dis-
cussed, however, explains why it has
been difficult in the past to match non-
perturbative lattice results at T ≤ 1 GeV with the expected analytic behaviour at
asymptotically high temperatures. Indeed the apparently small 2−4% effect on the
screening masses induced by the interactions among quarks and gluons encodes a
lot of interesting non-trivial information about the dynamics of the plasma. When
the corresponding non-perturbative computations in the three-dimensional effec-
tive theory will become available, the matching with these results will allow to
shed light on the origin of the various terms, and to verify non-perturbatively the
effective theory paradigm over several orders of magnitude in the temperature.

As a final comment, the analytic calculation of the leadingO(g4) spin-dependent
term, in the framework of the effective field theory, is currently in progress.

5.2.4 Chiral symmetry restoration on the lattice

At low temperature the axial non-singlet symmetry of the chiral group is sponta-
neously broken by the non-zero value of the chiral condensate and the axial singlet
symmetry is broken by the anomaly. As the temperature increases both the chiral
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Figure 5.7: The effective mass versus the separation on the lattice for the pseu-
doscalar and the scalar channel (left panel) and for the vector and the axial ones
(right panel) at the physical temperature T3 = 32.8 GeV. To improve readability,
we show one every three points and the scalar and the axial data set are shifted
by a factor of 1 to the right.

condensate and the topological susceptibility are extremely suppressed, leading
to an effective restoration of both non-singlet and singlet axial symmetries. This
phenomenon translates into the set of non-trivial WTIs derived in Sec. 2.3.2.

As anticipated, the vector and the axial two-point correlation functions are
found to be degenerate at intermediate and large separations, a fact which is con-
sistent with eq. 2.36 if chiral symmetry is restored. Analogously, the scalar and the
pseudoscalar correlators are degenerate, consistently with 2.47, if only the trivial
topological sector contributes to the path integral. Such degeneracy among differ-
ent correlation functions implies the degeneracy of the related screening masses
which are extracted by the asymptotic behaviour of the screening correlators. In
fig. 5.7 we provide the effective mass plots for the pseudoscalar and the scalar
correlation function on the left panel and for the vector and the axial ones on the
right panel, in both cases for the temperature T3 = 32.8 GeV at L0/a = 6.

The restoration pattern of chiral symmetry has been studied through the anal-
ysis of the mass difference between the pseudoscalar and the scalar masses and
between the vector and the axial ones for all the temperature we have taken into
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T T (GeV) (mP −mS)
2πT

(mV −mA)
2πT

T0 164.6(5.6) -0.00003(9) -0.00018(18)
T1 82.3(2.8) -0.00011(16) -0.00007(13)
T2 51.4(1.7) 0.00004(15) -0.00002(17)
T3 32.8(1.0) -0.00005(12) -0.00012(15)
T4 20.63(63) 0.00011(13) 0.00015(27)
T5 12.77(37) 0.0003(4) 0.00009(30)
T6 8.03(22) 0.00028(21) 0.00015(23)
T7 4.91(13) -0.00019(27) -0.0007(5)
T8 3.040(78) -0.0002(5) -0.0007(6)
T9 2.833(68) 0.00015(12) 0.0003(3)
T10 1.821(39) 0.00023(21) 0.0005(5)
T11 1.167(23) -0.00006(24) 0.0000(6)

Table 5.2: Best estimates for the mass difference between the pseudoscalar and
scalar masses (third column) and for the vector and axial masses (fourth column).

account. The best estimates for these differences have been extracted by using the
same strategy employed for the vector-pseudoscalar difference, in order to reduce
the statistical fluctuations of the measurements by exploiting the correlation of
our data. The corresponding continuum limit extrapolated mass differences are
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Figure 5.8: Left: mass difference between the pseudoscalar and the scalar channels.
Right: mass difference between the vector and the axial channels.
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reported in table 5.2.
The same data are shown as a function of ĝ2 in fig. 5.8. On the left panel

we provide the mass difference between the pseudoscalar and the scalar masses,
while on the right panel the difference between the vector and the axial ones. In
both cases, within our statistical precision, such differences are compatible with
zero for all the temperatures simulated. On one hand, the numerical results for
the pseudoscalar-scalar difference together with eq. 2.47 are compatible with the
fact that we restricted our simulations to the zero topological sector. On the other
hand the difference between the vector and the axial masses, if combined with eq.
2.36. provides a clear sign that chiral symmetry is effectively restored in the entire
range of temperature that we explored in this thesis.
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Chapter 6

Baryonic screening masses

Baryonic screening masses are important properties of the quark-gluon plasma.
They characterize the large distance behaviour of two-point correlation functions
composed of fields with the baryon quantum numbers. In this thesis we focus on
interpolating operators of the form in eq. 3.102, i.e.

N = εabc (uTaCγ5db)dc , N = εabcd̄c (d̄bCγ5ūTa ) . (6.1)

The corresponding spatially-separated two-point correlation function, which is
used to extract screening masses, read

CN±(x3) = ∫ dx0 dx1 dx2e
i
x0
L0
π ⟨Tr [P±N(x)N(0)]⟩ , (6.2)

where P± = (1 ± γ3)/2 are the parity projectors on positive (N+) and negative
(N−) x3-parity states respectively and the trace is over the free Dirac indices of
the baryonic operators in eq. 6.1. Notice that, in contrast to the mesonic case, the
integral select only states which are associated to the lowest Matsubara frequency
π/L0, being L−10 = T . The reason is that due to anti-periodic boundary conditions
in the temporal extent for fermionic fields, the lowest possible Matsubara mode
has non-zero energy, see eq. 2.6.

Baryonic screening masses describe the exponential fall-off of such correlation
functions and, being the inverse of the correlation lengths, they are related to
the response of the plasma when a baryon is injected into the system. Moreover,
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similarly to the mesonic screening masses, as we have seen in Sec. 2.3.2, these
masses are ideal probes to study the restoration of chiral symmetry in QCD at
large temperatures.

Notice that, in presence of anti-periodic shifted boundary conditions for fermionic
fields, the projection to the lowest Matsubara frequency must be modified in order
to take into account that, in such framework, the periodic direction is identified
by the vector L0 (1,ξ), see Sec. 4.1 for the details, and correspondingly the tem-
perature is modified as T −1 = L0/γ = L0

√
1 + ξ2. Thanks to rotational invariance,

we can choose one of the axis to be in the direction of the shift, and restrict our
discussion to the case of interest ξ = (ξ,0,0). If we define (x0, x1) the temporal
and the first spatial coordinate of a point in a system with temporal extent L0

and shifted boundary conditions, the corresponding coordinates (x′0, x′1) in the
system with periodic boundary conditions and temporal extent L0/γ are found by
using the euclidean Lorentz transformation in eq. 4.5. The projection on the lowest
Matsubara frequency is then achieved by

CN±(x3) = ∫ dx0 dx1 dx2e
i
x0+ξx1

L0
γ2π ⟨Tr [P±N(x)N(0)]⟩ , (6.3)

where at variance of eq. 6.2 the expectation value ⟨⋅⟩ is computed in presence of
shifted boundary conditions.

While a rich literature is available on the mesonic sector of the screening masses,
very few studies have been performed on the baryonic one. In particular, the cur-
rent 1-loop order perturbative result obtained in the framework of the effective
field theory is only qualitative [191]. On the other hand all the lattice calculations,
both in the quenched approximation [192, 193] and in the full theory [194], are
restricted to very low temperatures and no extrapolation to the continuum limit
has ever been done. The chiral symmetry restoration pattern, at non-zero temper-
ature, has been investigated by studying baryonic temporal correlation functions
up to temperatures which are twice the critical one in Ref. [195, 94, 196]. For more
recent efforts on the subject see Ref. [197, 198, 199].

Given the present status outlined above, a complete and systematic study, both
on the lattice and on the perturbative side, is still missing in the literature. In the
following sections we provide a first quantitative 1-loop perturbative estimate of
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the baryonic screening masses, as well as a complete description of those masses
on the lattice for temperatures ranging from 1 GeV up to the electroweak scale.

6.1 Baryonic screening masses in the effective
field theory

The following discussion on the pertubative calculation of the baryonic screening
masses is based on some notes by Prof. Mikko Laine which were given to us as a
private communication [3]. The calculation has been independently checked and
extended and allowed us to determine the 1-loop order perturbative correction to
the baryonic screening masses.

As for the simpler case of the mesonic screening masses, the first step is to write
the baryonic interpolating operator in terms of the fields χ and φ defined in the
dimensional reduced effective theory. In this way, if only zero Matsubara modes
contribute, it is easy to see that the Fourier transform in the temporal direction
of the nucleon interpolating operator reads

∫ dx0 e
i
x0
L0
π
N(x) = − iεabcT 3/2 δ (p0 + q0 + r0 − πT ) (6.4)

× [χTua,p0σ2φdb,q0 + φ
T
ua,p0σ2χdb,q0]

⎛
⎝
χdc,r0

φdc,r0

⎞
⎠
,

where p0, q0 and r0 denotes the lowest Matsubara frequencies, i.e. ±πT , of each
spinor1. Similar considerations lead to the expression of N(0) in the effective field
theory.

6.1.1 Free theory result

The calculation in the free theory is carried out in the very same way as it has been
done for the mesonic masses. If we assume to have forward propagating baryons in
the third spatial direction with positive energy, then, from eq. E.3 and E.4, χ and
φ propagate with positive and negative frequency respectively. For this reason, the

1Given the definite flavour structure of the interpolating operator in eq. 6.1, we also introduced
an additional index, labelling the flavour content of the three-dimensional spinor.
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only possible combinations which contributes to eq. 6.4 are

εabc [χTua,πTσ2φdb,−πT ]χ
α
dc,πT

(6.5)
εabc [φTua,−πTσ2χdb,πT ]χ

α
dc,πT

. (6.6)

Being the free theory insensitive to any spin structure, the σ2 matrices appearing
in eq. 6.4 play no rôle. In particular when doing the Wick contractions, Pauli
matrices produce terms like Tr [σ2

2], which amounts just to an overall constant.
Then by taking into account the expressions of the free propagators in App. E.1,
the baryonic spatial correlation function in the free theory is readily computed. Its
expression reads

C
(0)
N±(x3) ∝ ∫

p⊥,q⊥,r⊥
δ(2) (p⊥ + q⊥ + r⊥) δ(p0 + q0 + r0 − πT )M(p0, q0, r0)

exp [−x3 (∣p0∣ + ∣q0∣ + ∣r0∣ +
p2

2∣p0∣
+ q2

2∣q0∣
+ r2

2∣r0∣
)] ,

(6.7)

where M is a function of the Matsubara frequency whose form is dictated by the
expressions of the free propagators in eq. E.3 and E.4. It reads

M(p0, q0, r0) = [3θ(−p0)θ(q0)θ(r0) + 2θ(p0)θ(−q0)θ(r0)] . (6.8)

It is now clear that in the static limit, for large separations, the exponential fall-off
of such correlation function is dominated by 3πT , which then provides the tree-level
result for the baryonic screening masses. Notice that, in analogy with the mesonic
case, this correlation function satisfies the equation of motion (∂3 − Ĥ)C(0)N±(x3) = 0
for non-zero separations, being Ĥ the hamiltonian of a system with three non-
interacting particles.

6.1.2 1-loop order correction

Similarly, the 1-loop order calculation is carried out by using the 1-loop order quark
propagators derived from the NRQCD action at O(g2) in eq. 5.7. By displacing
each quark in the transverse direction and by using the tree-level result in eq. 6.7
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the 1-loop order baryonic correlation function has the general form

C
(1)
N±({ri} , x3) ∝ exp [−x3 (3M −

∇2
r1

2M
−
∇2

r2

2M
−
∇2

r3

2M
) + g2EA({ri} , x3)]

=C(0)N±({ri} , x3) + g2EA ({ri} , x3)C
(0)
N±({ri} , x3) (6.9)

where A({ri} , x3) encodes the 1-loop order corrections, {ri} = {r1, r2, r3} are the
transverse coordinates of each of the three quark fields and similarly ∇ri denotes
the derivative in the transverse directions coming from each quark propagator. For
x3 ≠ 0, this correlation function satisfies

[∂3 + 3M −
∇2

r1

2M
−
∇2

r2

2M
−
∇2

r3

2M
− g2EK ({ri} , x3)]C

(1)
N±({ri} , x3) = 0 , (6.10)

where the dimensionless kernel is defined as K ({ri} , x3) = ∂3A ({ri} , x3). Notice
that the very same discussion we performed about the kernel for the simpler case
of the non-singlet mesonic screening masses holds also in this case. In this way,
any contribution coming from the transverse motion of quarks is parametrically
suppressed in the static limit and all the transverse contribution in the kernel is
only due to the exchange of gluons. For large x3, the correlation function has the
asymptotic form C

(1)
N±({ri} , x3) = C(r1, r2, r3)e−E0x3 . By inserting this expression

in the equation above, the lowest energy state is unambiguously determined by
solving the three-body Schrödinger equation

[−
∇2

r1 +∇2
r2 +∇2

r3

2πT
+ 3M + V ({ri})]C ({ri}) = E0C ({ri}) , (6.11)

where we substituted M → πT at denominator of the kinetic term, since 1-loop
order corrections to M give rise to subleading terms in the static limit. In the above
equation, the static potential is then defined as V ({ri}) = − limx3→∞ g

2
EK ({ri} , x3).

Notice that, given the field content in eq. 6.5 and 6.6, the above Green’s function is
obtained by taking into account forward quark propagating χ fields with energy πT
and forward propagating φ fields with energy −πT . The corresponding longitudinal
propagators are defined in eq. E.6 and E.10. By combining them with eq. 6.5 and
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6.6 and the corresponding expressions for N , the correlation function at 1-loop
order reads

C
(1)
N±({ri} , x3) ≡

1

N
εabcεdef

⎛
⎝
⟨Uad

φ (r1, x3)U be
χ (r2, x3)U cf

χ (r3, x3)⟩

+ ⟨Uad
χ (r1, x3)U be

φ (r2, x3)U cf
χ (r3, x3)⟩

⎞
⎠
, (6.12)

where N is an irrelevant constant introduced to obtain the correct normalization
for the tree-level result in eq. 6.7. The full derivation of this correlation function
is performed in App. E.4. Its general form is [3]

C
(1)
N±({ri} , x3) ∝ e−3Mx3{1 + 3g2EAL(0⊥, x3) (6.13)

+ g2EA12
T (r1, r2, x3) + g2EA23

T (r2, r3, x3) + g2EA13
T (r1, r3, x3)} ,

where AL(0⊥, x3) is the term due to the exchange of longitudinal gluons which is
common to the three quark propagators and AijT(ri, rj, x3) is the trasverse term due
to the exchange of gluons between two quark propagators at transverse coordinates
ri and rj respectively. Notice that, at this order, no three-particle interactions
contribute to the Green’s function. By introducing the absolute value of the relative
separation as rij ≡ ∣ri − rj ∣, the static potential, see App. E.4 and E.5 for the full
derivation, reads [3]

V (r1, r2, r3) =
1

4
[2V −(r12) + V +(r23) + V −(r23) + V +(r13) + V −(r13)] (6.14)

where the potential V +(r) and V −(r) are defined in Ref. [95] and reported in App.
E.5. As for the mesonic case, in order to find a numerical solution it is convenient
to define the dimensionless coordinates r̂i = mEri and consequently, by using the
1-loop expression for the low-energy constant M , we define

E0 = 3M + g
2CFT

2π
Ê0 = 3πT + g2T CF

2π
(3
4
+ Ê0) . (6.15)
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Finally by reparametrizing the coupling in terms of ρ as defined in eq. 5.16, the
Schrödinger equation for the three-body problem can be written as

{−1
2
(∇2

r̂1
+∇2

r̂2
+∇2

r̂3
) + ρ [V̂ (r̂1, r̂2, r̂3) − Ê0]}C ({r̂i}) = 0 (6.16)

where V̂ (r̂1, r̂2, r̂3) is the static potential in eq. 6.14 obtained by reparametriz-
ing the coupling in terms of ρ and expressed as a function of the dimensionless
coordinates, see eq. 5.15 for the corresponding expression for the mesonic case.

A numerical solution has been determined as explained in App. F.1 and pro-
vides Ê0 = 1.188 and consequently [3]

E0 = 3πT + g2T CF
2π
(3
4
+ Ê0) = 3πT (1 + 0.044 ⋅ g2) . (6.17)

6.2 Baryonic screening masses on the lattice

The lattice transcription of the continuum correlation function in eq. 6.3 for ξ =
(1,0,0) reads

CN±(x3) = a6 ∑
x0,x1,x2

e
i
x0+x1
2L0

π ⟨Tr [P±N(x)N(0)]⟩

= a6 ∑
x0,x1,x2

e
i
x0+x1
2L0

π ⟨[W 1
± −W 2

±]⟩ , (6.18)

where in the second line we used the two Wick contractions, defined in eq. 3.103,
which have been obtained by integrating over the fermionic fields. As for the
mesonic screening masses, since the quark propagator is extremely suppressed for
large separations, in order to obtain an accurate solution of the Dirac equation we
employed the distance preconditioning described in App. C.2.

The two-point correlation functions in eq. 6.18 have been computed on all the
lattice generated, see tables D.3 and D.6. For each ensemble, in tables C.3 and
C.4 we report the total number of MDUs after the thermalization phase and the
number of local sources per configuration on which the Wilson-Dirac operator has
been inverted. Notice that in this case, at variance of the mesonic case, we always
skipped 10 MDUs between two consecutive measurements, in order to enlarge

128



the statistics and benefit from a reduced statistical error. In any case, we never
observed long autocorrelation times with respect to the number of MDUs skipped.

In the following we will focus on the positive parity correlators, since, at all
the temperatures we simulated, we found excellent agreement, up to a sign, be-
tween the positive and the negative parity partners correlation functions. As dis-
cussed in Sec. 2.3.2 this is a clear manifestation of the chiral symmetry restoration
which occurs at high temperatures. For this reason we studied the mass difference
(mN+ −mN−) / (3πT ), which is a particularly interesting observable, since it is a
measure of the chiral symmetry restoration. To this restoration pattern is devoted
a dedicated section as a conclusion of this chapter.

6.2.1 Signal-to-noise ratio for baryonic correlation func-
tions

From a technical point of view the calculation of the baryonic screening masses is
feasible because, at asymptotically large temperatures, baryonic two-point corre-
lation functions do not suffers from the exponential fall-off of the signal-to-noise
ratio as they do at low and zero temperatures, see Sec. 3.8.3 and Ref. [158, 159]
for more details on this topic.

As we have seen in Sec. 3.8.3, at zero temperature the exponential decay of the
signal, for baryonic correlation functions, is dominated by the baryon mass, while
the leading suppression of the variance is dictated by the pion mass, a fact which
leads to a severe degradation of the signal at large separation, see eq. 3.110. How-
ever, at asymptotically high temperatures, up to corrections due to interaction,
mN± → 3πT and mP → 2πT , where mP is the pseudoscalar screening mass com-
puted in Chapter 5. As a result, for very large temperatures, the signal-to-noise
ratio becomes

StNN±(x3) =
CN±(x3)√
σ2
N±(x3)

x3→∞Ð→ exp{− [mN± −
3

2
mP ]x3} ∼ const. (6.19)

As a consequence, no exponential depletion of the signal-to-noise ratio is expected
for large x3 when T → ∞. In fig. 6.1 we provide some representative examples of
the signal-to-noise ratio as a function of the separation on the lattice for high, low

129



0 20 40 60 80

3πTx3

10−1

100

S
tN

N
+

T1 = 82.3 GeV

T7 = 4.91 GeV

T10 = 1.821 GeV

Figure 6.1: Signal-to-noise ratio as defined in eq. 6.19 for different values of the
temperatures. For the highest temperature (blue points) the signal-to-noise is al-
most constant. As the temperature decreases the signal-to-noise starts to degrade
(orange and green points). The signal-to-noise ratio for the sample mean is ob-
tained by dividing by 1/

√
N , where N is the number of gauge field configurations.

For all the temperatures data refers to L0/a = 6.

and intermediate temperatures. As expected, the degradation of the signal-to-noise
ratio is less severe at high temperature. On the other hand when the temperature
is lowered, the depletion becomes more severe and the Monte Carlo estimate of
the correlation function becomes noisier.

6.2.2 Baryonic effective masses

Once the two-point correlation functions, in eq. 6.18, have been computed, the
corresponding effective masses are defined as

mN±(x3) = −
1

a
ln [CN

±(x3 + a)
CN±(x3)

] . (6.20)

As a representative example of the data, the nucleon effective mass for T1 = 82.3
GeV and L0/a = 4 is shown in fig. 6.2 . In order to determine the value of the
screening mass, we start by fitting the effective mass to a constant plus a correction
deriving from the contamination of the first excited state from a minimum value up
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Figure 6.2: Plot of the effective mass mN+ , normalized to the free theory value
3πT , as a function of the separation on the lattice. The vertical black dotted lines
show the interval in which the effective mass has been fitted, while the red vertical
line indicates the starting point from which we averaged the plateau. The black
curve and the red horizontal line represent the correlated fit and the average of the
plateau respectively. Black and red bands are the corresponding errors of the best
estimates of the mass. Data refers to the temperature T1 = 82.3 GeV for L0/a = 4.

to the last point where we have a good signal. The minimum value is chosen to have
a good quality of the fit and to have, at the same time, a non-vanishing contribution
from the first excited state. On one hand, for the ensembles where the signal is
good enough at large distance, from this fit we estimate the minimum value xmin

3 /a
from which the excited state contamination is below the target statistical precision.
The screening mass is then obtained by averaging the plateau from xmin

3 /a up to
the last point where we have a good signal. On the other hand, for the lowest
temperatures and for the ensembles corresponding to L0/a = 10, where the loss of
signal is more relevant at large distance, the screening mass is directly estimated
from the result of the effective mass fit. See fig. 6.2 for a representative example
of such fits.

Our best estimates of the screening masses are reported in tables C.3 and C.4
for all the lattices simulated. The statistical error varies from a few permille to at
most 6 permille for the lowest temperatures. As for the mesonic masses, in order
to profit from the correlation in our data for reducing the statistical error, we also
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T T (GeV) mN+

3πT

mN+ −mN−

3πT

T0 164.6(5.6) 1.047(3) 0.0006(4)
T1 82.3(2.8) 1.0544(19) -0.0001(3)
T2 51.4(1.7) 1.0569(28) 0.0002(3)
T3 32.8(1.0) 1.0583(27) 0.0003(4)
T4 20.63(63) 1.0596(28) -0.0011(4)
T5 12.77(37) 1.0662(28) 0.0001(4)
T6 8.03(22) 1.068(3) 0.0001(4)
T7 4.91(13) 1.075(4) 0.0004(9)
T8 3.040(78) 1.077(4) 0.0003(9)
T9 2.833(68) 1.076(4) 0.0009(12)
T10 1.821(39) 1.089(4) 0.0007(20)
T11 1.167(23) 1.078(6) 0.0016(15)

Table 6.1: Best results for the nucleon mass, mN+ , and the mass difference with
its parity partner, mN+ −mN− , in the continuum limit. In both cases results are
normalized to the free theory value 3πT .

compute the mass difference (mN+ −mN−) / (3πT ) and report its values in tables
C.3 and C.4 as well.

In analogy with what we have done for the mesonic screening masses we explic-
itly checked that finite volume effects are negligible within our statistical precision.
We computed the baryonic screening masses on the same smaller lattices as for the
mesonic masses and checked that those are in agreement with the ones obtained
on the corresponding larger volume. As expected from the theoretical analysis pro-
vided in Sec. 4.5, we can safely assume that our results have negligible finite-volume
effects within the statistical precision that has been reached.

6.2.3 Continuum limit of baryonic screening masses

The results that we have collected at finite lattice spacings have to be extrapolated
to the continuum limit, along the lines of constant physics. As for the mesonic
masses, the Symanzik effective theory predictsO(a2) lattice artifacts. Furthermore,
the convergence to the continuum limit has been accelerated by introducing the
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tree-level improved definitions

mN± Ð→mN± − [mfree
N± − 3πT ] , (6.21)

where mfree
N± is the mass in the free lattice theory, which has been computed in

App. G.2. The improved data have been extrapolated to the continuum limit. Such
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Figure 6.3: Left: Numerical result for the tree-level improved nucleon screening
mass at finite lattice spacing (black dots). The lines in the panel represent the linear
extrapolations in (a/L0)2 to the continuum limit. Each temperature is analyzed
independently from the others. Data corresponding to Ti (i = 0, . . . ,11) have been
shifted downward by 0.09 × i for better readability. Right: same as the left panel
but for the mass difference (mN+ −mN−).

extrapolations are represented in fig. 6.3 where, in order to improve readability,
data corresponding to Ti with i = 0, . . . ,11 are shifted downward by 0.09 × i. As it
is clear from fig. 6.3, data are well described by a single correction proportional to
(a/L0)2. In general, by fitting with a linear ansatz in the squared lattice spacing,
we obtained values of χ2/dof all around 1, with just for a few outliers, a fact
which is, however, not surprising given the large amount of data and fits. The
results of the fits are shown in fig. 6.3 on the left panel as straight lines. For the
mass difference (mN+ −mN−) the coefficient of (a/L0)2 is found to be proportional
with zero at all the temperatures, see left right panel of fig. 6.3. The continuum
values obtained from these fits are taken to be our best estimates of the nucleon
screening masses in this range of temperatures. The continuum limit extrapolated
values for the positive parity screening mass are reported in the third column of
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table 6.1 for all the temperatures that have been simulated and in the same way
the corresponding values for the mass difference (mN+ −mN−) are reported in the
fourth column.

As a further check of the quality of our extrapolations, data have been fitted by
excluding the coarsest lattice spacing, i.e. L0/a = 4, for the temperatures T1, . . . , T8.
As it was observed for the mesonic screening masses, the intercept are in good
agreement with those of the previous fit. Further checks include fitting the data
with fit ansatz (a/L0)2 ln(a/L0) and (a/L0)3 and the corresponding parameters
turn out to be compatible with zero for each data set. Finally, given the high
quality of the tree-level improved data and the robustness of the independent
continuum limit extrapolations, it was not necessary to model the temperature
dependence of the lattice artifacts by a global fit of the data.

6.2.4 Temperature dependence

From the results reported in the third column of table 6.1 it is clear that the
bulk of the nucleon screening mass is given by the free-theory value 3πT , plus a
4−8% positive contribution due to interactions over the entire range of temperature
explored.

Thanks to the high precision of our results, we can scrutinize in detail the
temperature dependence induced by the non-trivial dynamics. As done for the
mesonic case, we decide to parametrize our data in terms of the function of the
temperature defined in eq. 5.24. Again, let us stress that any function with a
leading inverse logarithmic behaviour in the temperature is a good choice as well,
and that the choice of eq. 5.24 is suggested by the effective field theory analysis.

We fit the values of mN+ reported in the third column of table 6.1 to a quartic
polynomial in ĝ of the form

mN+

3πT
= b0 + b2ĝ2 + b3ĝ3 + b4ĝ4 . (6.22)

The intercept turns out to be compatible with the free theory value 1, with a
large error. We thus enforce it to the free theory value b0 = 1 and we fit again the
data. From the resulting fit, the coefficient of the ĝ2 term results to be compatible
with the 1-loop order correction that has been computed in Sec. 6.1.2 within again
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Figure 6.4: Nucleon screening mass versus ĝ2. The band represents the best fit in
eq. 6.22, while the dashed line is the analytically known contribution.

a large uncertainty. We have thus set the quadratic coefficient to its theoretical
expectation, i.e. b2 = 0.044, and we have performed again the quartic fit of the
form in eq. 6.22.

As a result, for the fit parameters we obtain b3 = 0.031(4) and b4 = −0.023(3)
with cov(b3, b4)/ [σ(b3)σ(b4)] = −0.992. The fit provides an excellent value of
χ2/dof = 0.638 and we thus take the polynomial in eq. 6.22 as the best parameter-
ization of our results in the entire range of temperatures. Let us notice, however,
that if a cubic ansatz in ĝ is used instead of the one in eq. 6.22, the quadratic co-
efficient does not result to be compatible with the theoretical prediction at 1-loop
order. This is even more evident from the plot in fig. 6.4 where the lattice data
are shown together with the 1-loop order theoretical prediction and with the fit in
eq. 6.22. In general the 1-loop order correction to the free theory value lies below
lattice data almost in the entire range of temperatures that we considered.

In any case, it is clear that the leading perturbative correction in the coupling
constant cannot explain our results even at the highest temperature, where cubic
and quartic terms are still relevant. In particular, given the best parameterization
of our data in eq. 6.22, at the electroweak scale, the strong competition between
these terms amounts to approximately 20% of the total contribution due to inter-
actions. On the other hand, at the lower end of the temperature range that has
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Figure 6.5: Mass difference between the positive and negative parity partners
masses as a function of ĝ2.

been considered, the presence of a quartic term is crucial to explain the flattening
of the lattice data at T ≈ 1 GeV.

To conclude, by combining lattice data with the known leading correction to the
free theory, it is evident that the validity regime of the 1-loop order perturbative
result is restricted to temperatures which are several order of magnitude above the
electroweak scale.

6.2.5 Chiral symmetry restoration on the lattice

Baryonic screening masses are a good measure of chiral symmetry restoration.
From the discussion in eq. 2.3.2 it is clear, that if the non-singlet axial symmetry
is restored, then the positive and negative parity partners are expected to become
degenerate. This is at variance of the zero temperature case, where the screening
masses mN+ and mN− correspond to the chiral limit values of the nucleon and
of the N∗ masses. Due to the spontaneous breaking of chiral symmetry, see Sec.
1.5.3 that occurs at zero temperature, they differ by several hundreds of MeV
[22]. As anticipated, the screening correlation functions related to different parity
partners are found to be degenerate, within our statistical precision, for large and
intermediate separations on the lattice. In fig. 6.3 on the right the continuum limit
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extrapolations of the mass differences are shown and the corresponding results in
the continuum limit are provided in the fourth column of table 6.1. In fig. 6.5 we
show the results in the continuum limit as a function of ĝ2. In general, the mass
difference is compatible with zero in the entire range of temperatures that has been
simulated. These numerical results, together with the WTI in eq. 2.53, provides a
measure of the restoration pattern of chiral symmetry at high temperature.
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Chapter 7

Conclusions and outlook

In this thesis we exploited the steady theoretical and algorithmic progress in the
simulations of lattice QCD, as well as in the HPC hardware which make it possible
to simulate lattices with a very large number of points. Based on this progress,
we implemented a new strategy to simulate very high temperatures on the lattice
with a moderate computational effort. This strategy is built on the knowledge
deriving from a non-perturbative definition of the strong coupling constant in a
finite volume, combined with step-scaling techniques.

The strategy has been outlined in Chapter 4. It has been implemented in our
lattice simulations, by discretizing three flavours of massless quarks with the O(a)-
improved Wilson’s discretization for fermions. Monte Carlo simulations have been
carried out at 12 values of the temperatures in the range between ∼ 1 GeV up to
the electroweak scale for the first time on the lattice. For each temperature, we
simulated three or four different lattice spacings in order extrapolate our results to
the continuum limit. Furthermore finite volume effects have been explicitly checked
to be negligible within our statistical precision.

The main physics results of this work are the hadronic screening masses, both
mesonic and baryonic. In Chapter 5, we focused on the flavour non-singlet mesonic
screening masses. These are maybe the simplest observables in thermal QCD.
However, despite the simplicity of the calculation, they encode a lot of non-trivial
interesting features. They are ideal probes of chiral symmetry restoration in the
high temperature regime and can provide relevant information on the reliability of
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next-to-leading order perturbation theory up to the electroweak scale.
Thanks to the permille accuracy of our results we were able to analyze in detail

the temperature dependence of the non-trivial dynamics induced by interactions.
In general, the bulk of the non-singlet mesonic screening masses is given by the
free theory value 2πT with a few percent positive deviation in the entire range
of temperatures. Quartic contributions in the coupling constant are still relevant
both at low and high temperatures. On one hand, at low temperatures, such terms
bend down the pseudoscalar mass, which has a value close to 2πT , at T ∼ 1

GeV. On the other hand spin-dependent terms, which have been observed to be
O(g4) in the entire range of temperatures, are responsible, at low temperature,
for the deviation of the vector mass from the free theory value 2πT . Furthermore,
those terms still remain visible even at the highest temperatures that we simulated,
where the vector and the pseudoscalar screening masses are clearly different within
our statistical precision. It is crucial to notice that such behaviour cannot be
explained by the next-to-leading order perturbative result in Ref. [15]. The pattern
of different contributions that we have found explains why it has been difficult in
the past to match non-perturbative lattice results at T ≲ 1 GeV with the known
analytic behaviour at asymptotically high temperatures.

In Chapter 6 we carried out the first non-perturbative calculation of the bary-
onic screening masses in the same wide range of temperatures. While a rich liter-
ature is available on the mesonic spectrum, very few studies have been performed
on the baryonic sector. In particular the only analytical result is just qualitative
[191] and all the lattice calculations, both in the quenched approximation and in
the full theory, are restricted to the low temperature regime and no extrapolation
to the continuum limit has ever been performed. From the technical view point,
the calculation is feasible, because at very large temperatures baryonic two-point
correlation functions do not suffer from the dramatic depletion of the signal-to-
noise ratio as they do at low and zero temperature. Baryonic screening masses
were obtained with a few permille accuracy, for the first time in a wide range of
temperatures. In the entire range of temperature explored, their values show at
most a 8% positive deviation with respect to the free theory value 3πT .

At the electroweak scale, cubic and quartic terms compete to give a final correc-
tion which is about 20% of the total contribution due to interactions. Furthermore,
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at low temperatures these contributions are crucial to explain the temperature de-
pendence of the baryonic screening masses.

In this work, we also provided the first quantitative determination of the 1-
loop order correction to the free theory value. This correction has been obtained
in the framework of the dimensional reduced effective theory defined in Chapter
2. However, as for the mesonic case, given the non-trivial temperature dependence
induced by interactions, the 1-loop order perturbative correction is not able to
explain our non-perturbative results.

Finally, both in the mesonic and in the baryonic sectors, we observed chiral
symmetry restoration which manifests itself through the degeneracy of several
masses. This degeneracy pattern is compatible with a set of WTI derived in Chap-
ter 2.

In conclusion, our results are compatible with the dimensional reduced effective
theory predictions. However, thanks to the high accuracy of our results we are
able to resolve the different contributions due to interactions and, if compared
with the corresponding next-to-leading order correction, these findings provide a
clear indication that a 1-loop order perturbative description of these observables
is not satisfactory even at very large temperatures. These results, together with
other findings in the literature obtained in the SU(3) Yang-Mills theory, suggest
that a higher order description in perturbation theory is needed, if the perturbative
expansion is not spoiled by non-perturbative effects, but, most of all, they motivate
a non-perturbative exploration of thermal QCD up to the electroweak scale.

7.1 Future perspectives

The non-perturbative results provided in this thesis, together with the comparison
with the analytical results obtained in the context of the effective field theory, call
for a non-perturbative study of the high temperature regime of QCD. In this work,
we propose a general strategy which allows to do that with a moderate compu-
tational effort. This strategy clears the way to compute many other interesting
properties of thermal QCD in the high temperature regime, e.g. the Equation of
State. Indeed this work is part of a larger effort which aims at studying thermal
QCD non-perturbatively up to the electroweak scale [167].
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Within this long-term project, it would be interesting to extend such calcula-
tions to screening masses related to different interpolating operators, like the ones
related to spin-3/2 states. In such case, we could perform a detailed analysis of the
spin-dependent terms similarly to the one we performed for the vector-pseudoscalar
mass difference. The other obvious outcome is the calculation of the non-static sec-
tor, i.e. the non-zero Matsubara sector, of the mesonic screening masses. Indeed,
the non-static sector is somehow related to the production of soft dileptons and
photons in the quark-gluon plasma [95]. In both cases, the calculation on the lattice
of these observables is expected to be more challenging than the ones we focused
on in this work. For the non-static sector of the mesonic screening masses we ex-
pect a dramatic degradation of the signal-to-noise ratio, while for the spin-3/2
baryon the correct implementation of the spin projection at finite temperature is
not trivial, since it is in general momentum-dependent. In any case, both these
non-perturbative calculations would put additional constraints on the validity of
the perturbative approach at temperatures above 1 GeV.

On the perturbative side, the high quality of our results call for a higher order
calculation of the mesonic and baryonic screening masses, if possible, namely if
the perturbative expansion is not spoiled by any non-perturbative infrared effect.
In this case, the analytical results for cubic terms in the coupling constant and
spin-dependent terms would give a further insight on the reliability of perturbation
theory.

Finally, from a theoretical point of view, when the corresponding non-perturbative
computations in the three-dimensional effective theory will become available, the
matching with the results provided in this thesis will allow to shed light on the
origin of the various terms and to verify at the non-perturbative level the effective
field theory paradigm.

141



Appendix A

Conventions & definitions

A.1 SU(N) conventions

The Lie algebra of SU(N) may be identified with a linear space of dimensions N2−
1. The SU(N) group is composed of unitary matrices with unitary determinant.
As a consequence, its algebra is the linear space spanned by hermitian, traceless
N ×N matrices Ta, i.e.

Tr [T a] = 0 , T a† = T a T a ∈ su(N) . (A.1)

In order to make a definite choice, we assume the normalization given by

Tr [T aT b] = δ
ab

2
. (A.2)

The product of two generators of the algebra leads to following relation

T aT b = 1

2N
δab1N×N +

1

2

N2−1
∑
c=1
(ifabc + dabc)T c , (A.3)

where fabc are totally anti-symmetric structure constants and dabc are totally sym-
metric coefficients, which expressions reads

dabc = 2Tr [{T a, T b}T c] , (A.4)
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and the Casimir operator is defined by

T aT a = CF1N×N , (A.5)

where CF = (N2 − 1)/(2N). These definitions lead to the following (anti-)commu-
tation relations

[T a, T b] = ifabcT c

{T a, T b} = dabcT c + δ
abc

N
. (A.6)

In this thesis we will extensively use the case N = 3, both for the number of colours
and flavours. For this reason it is useful to define the Gell-Mann matrices

λ1 =
⎛
⎜⎜⎜
⎝

0 1 0

1 0 0

0 0 0

⎞
⎟⎟⎟
⎠
, λ2 =

⎛
⎜⎜⎜
⎝

0 −i 0

i 0 0

0 0 0

⎞
⎟⎟⎟
⎠
, λ3 =

⎛
⎜⎜⎜
⎝

1 0 0

0 −1 0

0 0 0

⎞
⎟⎟⎟
⎠
,

λ4 =
⎛
⎜⎜⎜
⎝

0 0 1

0 0 0

1 0 0

⎞
⎟⎟⎟
⎠
, λ5 =

⎛
⎜⎜⎜
⎝

0 0 −i
0 0 0

i 0 0

⎞
⎟⎟⎟
⎠
,

λ6 =
⎛
⎜⎜⎜
⎝

0 0 0

0 0 1

0 1 0

⎞
⎟⎟⎟
⎠
, λ7 =

⎛
⎜⎜⎜
⎝

0 0 0

0 0 −i
0 i 0

⎞
⎟⎟⎟
⎠
,

λ8 =
1√
3

⎛
⎜⎜⎜
⎝

1 0 0

0 1 0

0 0 −2

⎞
⎟⎟⎟
⎠
, (A.7)

which provide a basis T a for the su(3) algebra given by T a = λa/2.
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A.2 Clifford algebra

In a four-dimensional euclidean space-time Dirac gamma matrices are covariant
matrices which define a basis for the Clifford algebra Cl4(C) 1. Those satisfy the
anti-commutation relation

{γµ, γν} = 2δµν14×4 . (A.8)

In the so called chiral representation Dirac gamma matrices read

γ0 =
⎛
⎝

0 −12×2

−12×2 0

⎞
⎠
, γi =

⎛
⎝
0 −iσi

iσi 0

⎞
⎠

i = 1,2,3 , (A.9)

where σi are the 2 × 2 Pauli matrices, which are defined as

σ1 =
⎛
⎝
0 1

1 0

⎞
⎠
, σ2 =

⎛
⎝
0 −i
i 0

⎞
⎠
, σ3 =

⎛
⎝
1 0

0 −1
⎞
⎠
. (A.10)

Then we define the γ5 matrix as the product of the four gamma matrices

γ5 = γ0γ1γ2γ3 =
⎛
⎝

12×2 0

0 −12×2

⎞
⎠
, (A.11)

which anti-commutes with all the other γ-matrices, i.e.

{γ5, γµ} = 0 . (A.12)

Following from these definitions, the charge-conjugation operator is given by the
product

C = iγ0γ2 =
⎛
⎝
σ2 0

0 −σ2
⎞
⎠
. (A.13)

1In Minkowski space the Clifford algebra is defined as Cl1,3(R) which is, by rotating to eu-
clidean time, isomorphic to Cl4(C).
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This satisfies the following identities

CγµC = −γTµ , CT = −C , Cγ5 = γ5C , (A.14)

where the superscript "T" refers to the transposed matrix. Dirac gamma matrices
satisfy the following trace relations

Tr{[γµγν]} = 4δµν , (A.15)
Tr{[γµγνγργσ]} = 4 (δµνδρσ − δµρδνσ + δµσδρν) , (A.16)

while the trace of an odd number of gamma matrices vanishes.
In the effective field theory, in order to properly factorize the propagation

along different space directions, it is useful to define the Dirac gamma matrices in
a different representation with respect to eq. A.9. In this representation they read

γ0 =
⎛
⎝
0 1

1 0

⎞
⎠
, γ1 =

⎛
⎝
σ2 0

0 −σ2
⎞
⎠
, γ2 =

⎛
⎝
−σ1 0

0 σ1

⎞
⎠
, γ3 =

⎛
⎝
0 −i1
i1 0

⎞
⎠
. (A.17)

As a consequence, in this representation for the γ5 matrix and the charge-conjugation
operator it holds

γ5 =
⎛
⎝
−σ3 0

0 σ3

⎞
⎠
, C =

⎛
⎝

0 iσ1

−iσ1 0

⎞
⎠

and Cγ5 =
⎛
⎝
0 σ2

σ2 0

⎞
⎠
, (A.18)

where σi are the 2 × 2 Pauli matrices defined in eq. A.10.
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Appendix B

Correlation functions on the
lattice

B.1 Parity and charge-conjugation transforma-
tions

In this appendix we review how hadronic interpolating operators, used on the
lattice to extract the QCD hadronic spectrum, transform under global symmetries,
such as parity and charge conjugation. First of all, recall how quark and anti-quark
transforms under charge conjugation transformations

ψ(x) CÐ→ C−1ψ̄(x)T ,

ψ̄(x) CÐ→ −ψ(x)TC ,
(B.1)

where C is the charge-conjugation matrix defined in App. A.2. Analogously under
generalized parity transformations the fermionic fields transform as

ψ(x)
PµÐ→ γµψ(X)

ψ̄(x)
PµÐ→ ψ̄(X)γµ

(B.2)

whereX denotes the coordinate vector x with flipped sign except for the coordinate
in the µ-direction.
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Operator ΓO C P
S 1 +1 +1
P γ5 +1 −1
Vµ γµ −1 −1
Aµ γµγ5 −1 +1

Table B.1: Transformation properties for mesonic interpolating operators under
parity and charge-conjucation transformations.

Starting from the transformation properties of the quark and anti-quark fields
it is straightforward to see that the mesonic interpolating operators defined in eq.
3.97 transform as

Oa = ψ̄(x)ΓOτaψ(x)
CÐ→ ψ̄(x) (CΓOC−1)

T
τaψ(x) , (B.3)

Oa = ψ̄(x)ΓOτaψ(x)
PµÐ→ ψ̄(X) (γµΓOγµ) τaψ(X) . (B.4)

By resctricting ourselves to the interpolating operators of interest in this work it
immediately follows the transformation properties reported in table B.1

In a similar way one can see that the nucleon interpolating operator in eq. 2.48
transforms under parity transformations as

N
PµÐ→ γµN

±(X)

N
PµÐ→ N

±(X)γµ ,
(B.5)

and the corresponding operators with definite parity quantum numbers are con-
structed by projecting the operators in eq. B.5 with the parity projector P± =
(1 ± γµ) /2.
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B.2 Reality of mesonic two-point correlation
functions

Let us consider the mesonic correlation function defined in eq. 3.101. It reads

Ca
O(x0) =

a3

2
∑
x

{ − ⟨Tr [ΓOS(x,0)ΓOγ5S†(x,0)γ5]⟩

+ δa0Nf ⟨Tr [ΓOS(x,x)]Tr [ΓOS(0,0)]⟩ } . (B.6)

Let us consider, for the moment, the connected contribution and its conjugate
transpose, which reads

Ca
O(x0)† = −

a3

2
∑
x

⟨Tr [γ5S(x,0)γ5Γ†
OS

†(x,0)Γ†
O]⟩

= −a
3

2
∑
x

⟨Tr [S(x,0)γ5Γ†
OS

†(x,0)Γ†
Oγ5]⟩ ,

(B.7)

where in the second line we used the cyclic property of the trace. It is now clear
that the connected contribution to the mesonic two-point correlation function is
purely real, if it holds

Γ†
O = ±γ5ΓOγ5 . (B.8)

In this thesis we mainly focus on flavour non-singlet interpolating operators with
ΓO = {1, γ5, γµ, γµγ5} which then provide real two-point correlation functions. Sim-
ilar considerations holds for the disconnect contribution. Its conjugate transpose
reads

C0
O(x0)† = −

a3

2
∑
x

Nf ⟨Tr [S†(x,x)Γ†
O]Tr [S†(0,0)Γ†

O]⟩ . (B.9)

By using γ5-hermiticity of the quark propagator, it can be rewritten as

C0
O(x0)† = −

a3

2
∑
x

Nf ⟨Tr [S(x,x)γ5Γ†
Oγ5]Tr [S(0,0)γ5Γ

†
Oγ5]⟩ , (B.10)
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which again implies that the disconnected contribution is real if the relation in eq.
B.8 is satisfied.

B.3 Reality of the nucleon two-point correlation
function

In this section we provide brief demonstration of the reality of the lattice baryonic
correlation function defined in Sec. 3.8.2. In order to keep the discussion as general
as possible we do not project the baryonic correlation function to any definite value
of momentum. After integrating fermionic variables, its expression, in terms of path
integral expectation value, reads

CN±(x) =
1

Z ∫
DU (detD [U])Nf e−Sg[U] {W 1

±[U] +W 2
±[U]} , (B.11)

where we made explicit the dependence on the link variable U and where W 1
± and

W 2
± are two Wick contractions defined in eq. 3.103. By taking into account the

gauge field transformation U → U∗, it is easy to show that the reality of the gauge
action directly implies

Sg[U] = Sg[U∗] . (B.12)

In a similar way it is possible to show that under the same transformation of the
link variable it holds for the Wilson-Dirac operator

D∗[U] = C̃D[U∗]C̃−1 , (B.13)

where C̃ is defined in terms of the charge-conjugation matrix as C̃ = Cγ5. This
implies that

detD∗[U] = detD[U] = detD[U∗] , (B.14)

where the equality on the l.h.s comes from the reality of the fermion determinant,
and the one on the r.h.s from eq. B.13. As a consequence of eq. B.12 and B.14,
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it is straightforward to see that gauge field configurations U and U∗ are sampled
with the same statistical weight. In this case the correlation function in eq. B.11
can be written as

CN±(x) =
1

2
{ 1
Z ∫

DU (detD [U])Nf e−Sg[U]{W 1
±[U] +W 2

±[U]

+W 1
±[U∗] +W 2

±[U∗]}} . (B.15)

The condition on the Dirac operator in eq. B.13 translates to the following condi-
tions for the quark propagator S[U]

S∗[U] = C̃S[U∗]C̃−1 , (B.16)
S∗[U]T = C̃−1S[U∗]T C̃ , (B.17)

and consequently the expressions for the complex conjugate of the Wick contrac-
tions in presence of a background field U can be derived. After a little bit of
algebra, their expressions read

W 1∗
± [U] = Tr [STag[U∗]Cγ5Sbf [U∗]Cγ5]Tr [Sce[U∗]P±] εabcεfeg (B.18)

W 2∗
± [U] = Tr [STag[U∗]Cγ5Sbe[U∗]P±Scf [U∗]Cγ5] εabcεfeg ,

and by comparing eq. B.18 with eq. 3.103, it immediately follows that W i
±[U∗] =

W i∗
± [U] for i = 1,2, and the two-point correlation function is now manifestly a

purely real function, since it can be written as

CN±(x) =
1

Z ∫
DU (detD [U])Nf e−Sg[U]Re[W 1

±[U] +W 2
±[U]] . (B.19)

Notice that this result is independent on the choice of the parity projectors, i.e. it
holds if P± = (1 ± γµ) /2 for any value of µ. As a consequence, this result holds also
if the two-point correlation function is a spatially-separated correlation function
and the parity projector defines a generalized xµ-parity transformation, see App.
B.1.
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Appendix C

Simulation details

In this appendix we report most of the technical details of the lattice simulations
we performed in this work. In the following sections the definitions of the lattice
actions are provided. Some time will be also devoted to the specific algorithm we
used for the inversion of the Wilson-Dirac operator, which is somehow critical at
high temperature and finally a dedicated section is devoted to report the details
of the HMC algorithm we used throughout all the simulations, together with the
results for the mesonic and baryonic screening masses at finite lattice spacing.

C.1 Lattice actions

In this thesis we exploited the results from Ref. [181] and [179] on the Schrödinger
Functional and the Gradient Flow renormalized coupling respectively. For this rea-
son we used both the Wilson plaquette action and the tree level Symanzik improved
action S

(I)
g . The former is defined in eq. 3.14 and was used as a discretization for

gluonic fields at the nine highest temperatures T0, . . . , T8, while the latter was used
for the three lowest temperatures T9, T10 and T11 and is defined as [138]

S
(I)
g = 1

g20
∑
x
∑
µ,ν

Re {5
3
Tr [1 −Uµν(x)] −

1

12
Tr [1 − Ũµν(x)]} , (C.1)
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U †
ν(x)

Uµ(x)

Uν(x + 2µ̂)

Uµ(x + ν̂)†

Uµ(x + µ̂)

Uµ(x + µ̂ + ν̂)†

x x + 2µ̂

x + 2µ̂ + ν̂x + ν̂

Figure C.1: Graphical representation of the rectangular two-plaquette field appear-
ing the tree level Symanzik improved action.

where Uµν(x) is the standard plaquette field defined in eq. 3.11 and Ũµν(x) is the
rectangular two-plaquette field, shown in fig. C.1, and defined as

Ũµν(x) = Uµ(x)Uµ(x + aµ̂)Uν(x + 2aµ̂)U †
µ(x + aµ̂ + aν̂)U †

µ(x + aν̂)U †
ν(x) . (C.2)

The fermionic sector of the action has been discretized by using the Wilson-Dirac
operator defined in eq. 3.33 withO(a)-improvement provided by the Sheikholeslami-
Wohlert operator defined in eq. 3.70. The non-perturbative tuning of the csw(g0)
coefficient removes all the O(a) cut-off effects generated by the fermionic action
in on-shell correlation functions [134, 135]. The corresponding expression for the
Wilson plaquette action has been obtained in Ref. [137] and is reported in eq. 3.71,
while for the tree-level Symanzik improved action it has been determined in Ref.
[200] and reads

c
(I)
sw =

1 − 0.1921g20 − 0.1378g40 + 0.0717g60
1 − 0.3881g20

. (C.3)

Given this lattice setup the bare parameters of the actions have been fixed following
the strategy described in App. D.
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C.2 Inversion of the Dirac operator

The usual stopping criterion used in iterative methods for the numerical solution
of the Dirac equation

Dψ = η (C.4)

require that the norm of the residual ρ = Dψ − η is sufficiently small, i.e. the
global condition r = ∥ρ∥/∥η∥ < ε has to be satisfied for a value of the tolerance ε
small enough that the error introduced by using an approximate solution of the
Dirac equation must be negligible with respect to the statistical fluctuations of
the observables of interest. However, the tolerance cannot be smaller than what is
allowed by the finite-precision arithmetic of a given implementation.

At high temperature, the lowest Matsubara frequency πT provides an infrared
cut-off to quark propagation. As a consequence, the matrix elements of S(x, y)
become very small for large separations. The brute force approach of simply im-
plementing higher-precision and requiring a smaller tolerance is not always practi-
cable. In this case, a solution is achieved by introducing a preconditioned version
of the Dirac equation,

D̃ψ̃ = η̃ , (C.5)

where

D̃ = M−1DM ψ̃ = M−1ψ , η̃ = M−1η , (C.6)

with the preconditioning matrix M chosen in such a way the the various compo-
nents of the solution ψ̃ are comparable in magnitude [189].

The quark propagators needed for the two-point mesonic and baryonic correla-
tion functions considered in this thesis have been computed by implementing the
preconditioning matrix

M(x, y) = cosh{mM (x3 − y3 −L/2)} ⋅ 1 , (C.7)
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where 1 refers to the identity matrix in the indices not explicitly indicated, i.e.
colour, spin and the first three components of the space-time coordinates (x0, x1, x2).
After some tuning, for the lattices with L0/a = 4,6,8 and 10 we have chosen
mM = 0.4,0.3,0.2 and 0.15 respectively, with the shift parameter being always
ξ = (1,0,0). This indeed guarantees that the components of ψ̃ are always compa-
rable in magnitude. We have also monitored explicitly a posteriori that the global
condition r < ε is always satisfied by the solution vector.

C.3 Simulation details and results

We have simulated three flavours QCD with a HMC algorithm by using the
openQCD-1.6 package [201, 202] modified so as to allow for shifted boundary
conditions. We have employed several efficient algorithms in order to speed up
simulations. More precisely, the up and down quarks have been simulated with
an optimazed twisted-mass Hasenbusch preconditioning of the quark determinant
[201, 146]. The determinant has been split in three factors with twisted masses
value aµ = 0.0,0.1 and 1.0. The strange quark has been simulated through a RHMC
algorithm [151, 152] with an optimized frequency splitting of the rational approxi-
mation in two separate contributions. Even-odd preconditioning has been used for
both the light and the strange quarks. The integration of the molecular dynamics
equations has been performed on a three-level integration scheme. The gauge force
has been integrated on the finest level using a 4th-order Omelyan-Mryglod-Folk
(OMF4) integrator [144] with step-size 1, while the fermionic forces have been in-
tegrated on the two coarsest levels. On the finest of these we have used a OMF4
integrator with step-size 1, while on the coarsest a 2nd-order OMF integrator with
step-size between 7 and 9. The solution of the Dirac equation along the molecular
dynamics evolution has been obtained by using standard conjugate gradient with
chronological inversion. The length of each trajectory is 2 MDUs for all the lat-
tices. More details on the exact implementation of these algorithms can be found
in Ref. [201, 202].

For each ensemble we generated, we have started the thermalization phase by
simulating a lattice with length L/a = 48 in all the three spatial directions and the
same bare parameters as the target one. After approximately 1000 MDUs, we have
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T L0/a nmdu nskip nnsrc
mP

2πT

mV

2πT

(mV −mP )
2πT

T0
4 90 10 4 0.9659(5) 0.9716(7) 0.00577(20)
6 90 10 2 0.9934(14) 0.9996(12) 0.0065(4)

T1

4 90 10 4 0.9656(7) 0.9721(8) 0.0068(3)
6 270 30 2 0.9945(14) 1.0014(19) 0.0070(8)
8 450 50 2 1.0078(18) 1.0148(20) 0.0075(5)
10 900 100 2 1.0090(25) 1.0160(27) 0.0075(4)

T2

4 90 10 4 0.9685(7) 0.9753(8) 0.0075(3)
6 270 30 2 0.9961(14) 1.0049(18) 0.0089(5)
8 450 50 2 1.0055(23) 1.0147(25) 0.0089(5)
10 900 100 2 1.0122(25) 1.0207(25) 0.0073(6)

T3

4 90 10 4 0.9682(11) 0.9764(18) 0.0087(5)
6 270 30 2 0.9971(11) 1.0050(16) 0.0084(10)
8 450 50 2 1.0039(18) 1.0130(22) 0.0083(7)
10 810 90 2 1.0124(25) 1.0219(29) 0.0099(7)

T4

4 90 10 4 0.9704(7) 0.9804(14) 0.0103(4)
6 270 30 2 0.9973(14) 1.0087(14) 0.0109(8)
8 450 50 2 1.0051(20) 1.0172(25) 0.0093(9)
10 540 60 2 1.0138(20) 1.0248(23) 0.0108(7)

T5

4 90 10 4 0.9708(8) 0.9838(12) 0.0128(4)
6 180 20 2 0.9941(22) 1.006(3) 0.0109(20)
8 450 50 2 1.0057(18) 1.0172(29) 0.0119(21)
10 540 60 2 1.0090(27) 1.0228(29) 0.0137(10)

T6

4 90 10 4 0.9676(10) 0.9830(18) 0.0156(11)
6 180 20 2 0.9948(15) 1.0089(24) 0.0142(11)
8 450 50 2 1.0037(29) 1.018(4) 0.0150(23)
10 540 60 2 1.0108(25) 1.026(4) 0.0153(16)

T7

4 90 10 4 0.9679(8) 0.9854(18) 0.0172(11)
6 180 20 2 0.9930(15) 1.0093(28) 0.0171(17)
8 450 50 2 1.0051(22) 1.024(4) 0.0188(16)
10 900 100 2 1.012(3) 1.028(5) 0.0171(19)

T8

4 90 10 4 0.9677(8) 0.9910(18) 0.0235(17)
6 180 20 4 0.9907(16) 1.015(4) 0.0237(17)
8 450 50 4 1.000(3) 1.025(4) 0.0247(14)
10 900 100 4 1.0032(23) 1.0288(25) 0.0252(14)

Table C.1: Results for the pseudoscalar, mP , and the vector, mV , non-singlet meson
masses together with their difference (mV −mP ) all normalized to 2πT at finite
lattice spacing for the temperatures T0, . . . , T8. The number of MDUs generated,
nmdu, those skipped between two consecutive measurements, nskip, and the number
of local sources per configuration on which the two-point correlation functions have
been computed, nnsrc, are also reported.
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T L0/a nmdu nskip nnsrc
mP

2πT

mV

2πT

(mV −mP )
2πT

T9

4 90 10 4 0.9663(16) 0.9872(23) 0.0205(15)
6 90 10 4 0.9907(24) 1.012(4) 0.0233(27)
8 90 10 4 1.0010(20) 1.0238(25) 0.0233(16)

T10

4 90 10 4 0.9645(13) 0.9912(17) 0.0259(22)
6 90 10 4 0.9896(11) 1.0203(24) 0.0294(18)
8 90 10 4 0.9963(22) 1.024(4) 0.0290(16)

T11

4 90 10 4 0.9552(16) 0.992(3) 0.0375(18)
6 90 10 8 0.9768(20) 1.018(5) 0.0406(26)
8 90 10 8 0.9912(16) 1.031(6) 0.039(4)

Table C.2: As in Table C.1 but for T9, T10 and T11.

duplicated the lattice in each direction so that L/a = 96. We have then run the
HMC for approximately 500 MDUs, after which we have triplicated the lattice in
all the spatial directions so has to have L/a = 288. Finally we have completed the
thermalization phase by running the HMC for a number of MDUs between 100
and 200, and then we have started the computation of the correlation functions.
During all the phases of thermalization we have always monitored the action and
the various components of the energy-momentum tensor. We have also constantly
monitored the topological charge computed with the Wilson flow, and we have
explicitly checked that at the end of each thermalization process we always ended
up in the Q = 0 topological sector.

Once the thermalization has been concluded, we have accumulated a certain
number of configurations for the computation of the EoS and we have selected
some of those for the computation of the screening masses. In particular in tables
C.1 and C.2 we report the number of MDUs considered, the number of MDUs
skipped between two consecutive independent configurations, and the number of
local sources per configuration, on which the mesonic two-point correlation func-
tions have been computed. In tables C.3 and C.4 we report the same records for
the baryonic two-point correlation function. In the latter case we always kept the
number of skipped MDUs fixed to 10 in order to maximize data collection. For
each configuration, the best estimate of the two-point correlation function has
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T L0/a nmdu nnsrc
mN+

3πT

mN+−mN−

3πT

T0
4 300 4 0.9863(15) 0.0002(3)
6 390 4 1.0178(17) 0.00041(19)

T1

4 300 4 0.9892(18) 0.0001(3)
6 310 4 1.0204(20) 0.0002(4)
8 500 4 1.0371(18) -0.00013(23)
10 500 4 1.0438(28) 0.0003(5)

T2

4 300 4 0.9909(23) 0.0001(4)
6 320 4 1.0242(24) -0.00017(28)
8 490 4 1.0385(30) 0.00026(29)
10 500 4 1.048(5) 0.0005(6)

T3

4 300 4 0.9945(25) 0.0006(4)
6 340 4 1.027(3) 0.0002(4)
8 490 4 1.0406(23) 0.00050(3)
10 500 4 1.048(6) 0.0003(7)

T4

4 440 4 1.0040(16) 0.0007(5)
6 310 4 1.0317(26) -0.0007(4)
8 490 4 1.0430(29) -0.0001(4)
10 500 4 1.054(5) -0.0013(6)

T5

4 310 4 1.004(3) -0.0007(6)
6 310 4 1.038(3) 0.0005(8)
8 500 4 1.0466(26) -0.0001(3)
10 500 4 1.059(4) -0.0001(5)

T6

4 300 4 1.0089(25) -0.0006(9)
6 320 4 1.034(3) -0.0002(7)
8 500 4 1.054(4) -0.0002(5)
10 500 4 1.061(6) 0.0004(10)

T7

4 320 4 1.012(4) 0.0005(12)
6 310 4 1.043(4) 0.0006(7)
8 500 4 1.059(3) -0.0001(8)
10 500 4 1.062(6) 0.0026(17)

T8

4 320 8 1.016(4) 0.0023(14)
6 300 8 1.046(4) -0.0001(11)
8 500 4 1.066(4) -0.0007(8)
10 500 5 1.061(4) 0.0013(13)

Table C.3: Results for the nucleon screening mass, mN+ , and the mass difference
with it parity partner (mN+ −mN−) normalized to 3πT at finite lattice spacing for
the temperatures T0, . . . , T8. The number of MDUs generated, nmdu, and the num-
ber of local sources per configuration on which the two-point correlation functions
have been computed, nnsrc, are also reported. The latter are always calculated by
skipping nskip = 10 MDUs between two consecutive measurements.
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T L0/a nmdu nnsrc
mN+

3πT

mN+−mN−

3πT

T9

4 400 4 1.0180(26) -0.0008(12)
6 390 4 1.0526(28) 0.0005(10)
8 390 4 1.052(5) 0.0002(10)

T10

4 410 4 1.029(4) -0.0019(21)
6 400 4 1.056(3) -0.0021(14)
8 390 4 1.074(3) 0.0013(17)

T11

4 400 4 1.029(4) 0.0001(21)
6 390 4 1.055(6) -0.0015(17)
8 390 4 1.063(5) 0.0016(11)

Table C.4: As in Table C.3 but for T9, T10 and T11.

been obtained by properly averaging their values from all local sources and, for
the mesonic correlation function, by symmetrizing the correlators with respect to
x3 = L/a. The screening masses have been extracted as reported in Chapters 5 and
6 and their values are reported in tables C.1 and C.2 for the mesonic case and in
tables C.3 and C.4 for the baryonic one.

To explicitly check that finite volume effects are negligible within our statistical
errors, we have generated three more lattices at T0 (L0/a = 6), T1 (L0/a = 10) and
T11 (L0/a = 8) at three smaller spatial volumes, namely 6 × 1442 × 288, 10 × 962 ×
288 and 8 × 1442 × 288 (direction 3 the longest) respectively. On these lattices we
have computed the screening masses following the same procedure as described
before. Those are in very good agreement with the analogous reported in tables
C.1 and C.2 for the mesons and C.3 and C.4 for the baryons, and therefore they
confirm the theoretical expectations that finite volume effects are negligible at high
temperatures.
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Appendix D

Scale setting

Either for quarks and gluons we imposed shifted boundary conditions in the
compact temporal direction, with shift parameter ξ = (1,0,0) and consequently
T = 1/ (

√
2L0). The twelve values of the temperature have been imposed by spec-

ifying the value of the renormalized coupling in a finite volume in a specific renor-
malization scheme. In particular, for the nine highest temperature T0, . . . , T8, the
temperatures have been fixed by using the Schrödinger Functional definition of
the renormalized coupling, while for the three lowest temperatures T9, T10 and T11
the corresponding value has been fixed with the Gradient Flow definition. In the
following appendices we provide the details for the scale setting and the determi-
nation of the bare parameters of the lattice actions by separating the discussion
for the highest and the lowest temperatures.

D.1 High temperatures

The highest temperatures we simulated in this work, namely T0, . . . , T8 are fixed
from the results reported in Refs. [178, 181, 203] by imposing the relation

T = 1

L0

√
2
= µ

2
, (D.1)

where µ is the renormalization scale of the Schrödinger Functional renormalized
coupling ḡ2SF which has been determined in a finite volume with linear extension
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T ḡ2SF (µ = T
√
2) T (GeV)

T0 - 164.6(5.6)
T1 1.11000 82.3(2.8)
T2 1.18446 51.4(1.7)
T3 1.26569 32.8(1.0)
T4 1.3627 20.63(63)
T5 1.4808 12.77(37)
T6 1.6173 8.03(22)
T7 1.7943 4.91(13)
T8 2.0120 3.040(78)

Table D.1: Values of the SF couplings corresponding to the lines of constant phys-
ical temperature that we consider.

LSF
0 = 1/µ and SF boundary conditions, i.e. L0 = LSF

0 . From [204] we obtain

ḡ2SF(µ0) = 2.0120 Ð→ µ0 = 4.30(11)GeV = T8
√
2 , (D.2)

where the contributions coming from the charm and bottom quarks can be safely
neglected given the current level of precision on the combination of the pion and
kaon decay constants used to set the overall scale at low energy, see Ref. [205]
and [180] for further details. Once the corresponding value of the renormalized
coupling is known at the reference scale µ0 or equivalently at T8, larger values
of the temperature can be directly inferred by integrating the non-perturbative
beta-function in the SF scheme

ln( µ
µ0

) = ∫
ḡSF(µ)

ḡSF(µ0)

dg

βSF (g)
, (D.3)

which can be parametrized in the range of couplings of interest as [181, 203]

βSF(ḡ) = −ḡ3 ∑
n=03

bnḡ
2n , ḡ2 ∈ [0,2.45] , (D.4)

where b0 and b1 are the usual perturbative universal coefficients of the beta-function
defined in eq. 1.22, b2 is the three-loop perturbative coefficient in the SF scheme.
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L0/a δam
(0)
cr δam

(1)
cr

4 0.0015131 0.0120930
6 0.0006384 0.0008250
8 0.0003209 0.0001878
10 0.0001835 0.0000751
12 0.0001145 0.0000403
16 0.0000531 0.0000168

Table D.2: Tree-level and one-loop cut-off effects for the critical mass in the SF
for setup A with background gauge field, θ = π/5 and improvement coefficients as
specified in Ref. [206]. Note that the one-loop coefficient depends on the flavour
number Nf as δamcr(1) = δamcr(1,0)+δamcr(1,1)Nf , with numerical values taken
from Ref. [206].

For Nf = 3 they read

(4π) b0 =
9

4π
, (4π)2 b1 =

4

π2
, (4π)3 b2 = −0.064(27) , (D.5)

and beff3 is an effective coefficient extracted from non-perturbative data, which
encodes higher order contributions. Its expression reads

(4π)4 beff3 = 4(3) . (D.6)

With the beta-function, obtained in such a way, we integrated eq. D.3 numerically
using the value of the reference scale µ0 reported in eq. D.2, and we obtained the
values for the temperatures reported in table D.1

D.1.1 Bare parameters

For the nine highest temperature we employed the Wilson plaquette action in eq.
3.14. This allowed us to fix the value of the bare parameters along the lines of
constant physics by exploiting the known results for the SF coupling computed de
facto at the critical mass. For L0/a = 6,8,10 those are given in table 3 of [181],
while those for L0/a = 4 were given to us by the authors of that reference as a
private communication. For each value of L0/a, the values of β at which the SF
renormalized coupling has the value reported in table D.1 were extracted by fitting
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ḡ2SF(µ) to the functional form1

1

ḡ2SF
= 1

g20
+

np

∑
k=0
ckg

2k
0 . (D.7)

For L0/a = 4 we have fitted 16 data points in the ranges ḡ2SF ∈ [2.0451,1.1077] and
β ∈ [5.9949,8.3130] with np = 3 obtaining χ2/dof ≈ 1. The results for the interpo-
lated β-values are reported in table D.3. For L0/a = 6,8, the values of β reported
in table D.3 are taken from Ref. [203], which were obtained by interpolating the
data of Ref. [181] as well. As an independent check, we performed our own fits
using the functional form in eq. D.7 with np = 2 including always all the available
data and we obtained χ2/dof = 0.38 and χ2/dof = 0.74 for L0/a = 6 and 8 respec-
tively. For the values of β we extracted from our interpolation we found excellent
agreement within errors with the determinations of Ref. [203]. We decided to take
as central values the results of this reference as this will allow us in the future to
directly profit from the determination of renormalization factors obtained on the
ensembles generated in Ref. [203]. The six data point for L0/a = 10 have been fitted
to the same functional form with np = 2 obtaining χ2/dof ≈ 0.7 and provided the
interpolated values reported in table D.3. Notice that, since T0 = 2T1, the values
of β for L0/a = 4,6 are the ones for T1 at L0/a = 8 and 12 respectively, obtained
with renormalized coupling ḡ2SF = 1.11 from table 6 in [203].

Once the lines of constant physics have been defined, the values of the critical
mass mcr have been determined from Ref. [207]. They fix mcr by requiring that the
PCAC mass, computed in finite volume with SF boundary conditions, vanishes.
They obtain

amcr (g20, a/L0) = am2lp
cr (g20, a/L0) + cL/a1 g60 + c

L/a
2 g80 + c

L/a
3 g100 , (D.8)

where the coefficients cL/ai with i = 1,2,3 are provided by Ref. [207]. The rest of
1The results for ḡSF from Ref. [181] come with an error which includes both the statistical and

the systematic uncertainties. The latter is an estimate for the remaining O(ag80) effects stemming
from the SF boundary counter-terms after the known perturbative improvement is implemented.
We have explicitly checked that, once propagated to the mesonic and baryonic screening masses,
these errors are negligible within the statistical uncertainties. We can therefore safely assume
that the screening masses are free from O(a) contamination deriving from the conditions which
fix the lines of constant physics.
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T L0/a β κ
(W )
cr c

(W )
sw

T0
4 8.7325 0.131887597685602 1.224666388699756
6 8.9950 0.131885781718599 1.214293680665697

T1

4 8.3033 0.132316223701646 1.244443949720750
6 8.5403 0.132336064110711 1.233045285565058
8 8.7325 0.132133744093735 1.224666388699756
10 8.8727 0.131984877002653 1.218983546266290

T2

4 7.9794 0.132672230374640 1.262303345977765
6 8.2170 0.132690343212428 1.248924515099129
8 8.4044 0.132476707113024 1.239426196162344
10 8.5534 0.132305706323476 1.232451001338001

T3

4 7.6713 0.133039441274476 1.282333503658225
6 7.9091 0.133057201010874 1.266585617959733
8 8.0929 0.132831173856378 1.255711356539447
10 8.2485 0.132638399517155 1.247267216254281

T4

4 7.3534 0.133449711446233 1.307002958449583
6 7.5909 0.133469338865844 1.288146969458134
8 7.7723 0.133228362183550 1.275393611340024
10 7.9322 0.133013578229002 1.265160978064686

T5

4 7.0250 0.133908723921720 1.338089264736139
6 7.2618 0.133933679858703 1.315030958783770
8 7.4424 0.133674531074371 1.299622821237046
10 7.6042 0.133438165920285 1.287166774665371

T6

4 6.7079 0.134386271436463 1.375352693193284
6 6.9433 0.134421953633166 1.346919223092444
8 7.1254 0.134141768774467 1.327878356622864
10 7.2855 0.133888442235086 1.312909828079458

T7

4 6.3719 0.134926677491050 1.425561566301377
6 6.6050 0.134982857878749 1.389385004928746
8 6.7915 0.134676613758678 1.364706438701718
10 6.9453 0.134412950133538 1.346697162567041

T8

4 6.0433 0.135481632961481 1.489790983990814
6 6.2735 0.135571353236717 1.442967721668930
8 6.4680 0.135236172024848 1.409845308468962
10 6.6096 0.134976206524104 1.388734449325687

Table D.3: Parameters of the Monte Carlo simulations performed with the Wilson
plaquette action. The bare gauge coupling is expressed in terms of β = 6/g20.
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the expression corresponds to the two-loop critical mass,

am2lp
cr (g20, a/L0) = (am(0)cr + δam(0)cr (a/L0))

+ (am(1)cr + δam(1)cr (a/L0)) g20 + am
(2)
cr g

4
0 ,

(D.9)

where

am
(0)
cr = 0 , am

(1)
cr = −0.270075349459 , am

(2)
cr = −0.039772 , (D.10)

are the asymptotic coefficients in the limit L0/a→∞ while the coefficients due to
cut-off effects are reported in table D.2. The interpolated values for κcr = 2amcr+8
as well as those for csw obtained from eq. D.9 and 3.71 respectively are reported
in table D.3 and indicated with κ(W )cr and c(W )sw , where the superscript refers to the
Wilson plaquette action in eq. 3.14.

D.2 Low temperatures

The three lowest temperatures T9, T10 and T11 are fixed in a similar way to the
highest ones but from the renormalized coupling in the Gradient Flow definition.
The temperature value is fixed by imposing the relation

T = 1

L0

√
2
= 2µ , (D.11)

where µ, again, is the renormalization scale of the GF coupling ḡ2GF(µ) defined in
a finite volume with spatial and temporal extensions satisfying LGF = LGF

0 = 1/µ,
i.e. L0 = LGF

0 /2.
In order to determine the physical values of the temperatures, we start from

the results of Ref. [204],

ḡ2GF (µhad,1) = 11.31 Ð→ µhad,1 = 196.9(3.2)MeV , (D.12)

where µhad,1 is inferred, as for µ0 in App. D.2, from the experimental value of the
combination of the pion and kaon decay constants which has been used to fix the
overall scale [180]. The value of the temperatures corresponding to the coupling of
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T ḡGF (µ = T /
√
2) T (GeV)

T9 2.7359 2.833(68)
T10 3.2029 1.821(39)
T11 3.8643 1.167(23)

Table D.4: Values of the GF couplings corresponding to the lines of constant
physica temperature that we consider.

interest can be extracted by integrating the beta-function

ln( µ

µhad,1

) = ∫
ḡGF(µhad)

ḡGF(µhad,1)

dg

βGF (µ)
. (D.13)

Using the results of Ref [179, 203] the non-perturbative beta-function of the GF
coupling can be parameterized in the range of couplings of interest as

βGF (ḡ) = −
ḡ3

∑2
n=0 pnḡ

2n
, ḡ2 ∈ [2.1,11.3] , (D.14)

with fit parameter p0 = 16.07, p1 = 0.21 and p2 = −0.013 and covariance matrix

cov(pi, pj) =
⎛
⎜⎜⎜
⎝

5.12310 × 10−1 1.77401 × 10−1 1.32026 × 10−2

1.77401 × 10−1 6.60392 × 10−2 5.10305 × 10−3

1.32026 × 10−2 5.10305 × 10−3 4.06114 × 10−4

⎞
⎟⎟⎟
⎠
. (D.15)

Given this representation, we integrated eq. D.13 numerically by using the result
for µhad,1 in eq. D.12. The values of the temperature so obtained and the corre-
sponding renormalized couplings are reported in table D.4.

D.2.1 Bare parameters

For the three lowest temperatures T9, T10 and T11 we adopted the tree-level Symanzik
improved gauge action in eq. C.1 so as to be able to use the results from Ref. [179].
on the Gradient Flow coupling computed in the massless theory.

For each value of L0/a, the bare parameters are taken from table 8 of Ref. [203]
and they are reported in table D.6. To verify that the temperature is constant
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Coeff. L0/a = 4 L0/a = 6 L0/a = 8

ζ0 +1.005834130000000 +1.002599440000000 +1.001463290000000

µ0 −0.000022208694999 −0.000004812471537 −0.000001281872601

µ1 −0.202388398516844 −0.201746020772477 −0.201520105247962

ζ1 −0.560665657872021 −0.802266237327923 −0.892637061391273

ζ2 +3.262872842957498 +4.027758778155415 +5.095631719496583

ζ3 −5.788275397637978 −6.928207214808553 −8.939546687871335

ζ4 +4.587959856400246 +5.510985771180077 +7.046607832794273

ζ5 −1.653344785588201 −2.076308895962694 −2.625638312722623

ζ6 +0.227536321065082 +0.320430672213824 +0.405387660384441

µ2 +0.090366980657738 +0.128161834555849 +0.139461345465939

µ3 −0.600952105402754 −0.681097059845447 −0.847457204378732

µ4 +0.934252532135398 +0.991316994385556 +1.261676178806362

µ5 −0.608706158693056 −0.606597739050552 −0.754644691612547

µ6 +0.140501978953879 +0.129031928169091 +0.153135714480269

Table D.5: Coefficients for the parameterization Eq. (D.16). The three leading
coefficients ζ0, µ0, and µ1 in the upper part of the table are combinations of known
perturbative coefficients while the others were determined by a fit.

within each set, we have fitted the result in table 1 of Ref. [179] for each value of
L0/a using the functional form in eq. D.7 but with ḡ2SF(µ) replaced by ḡ2GF(µ) and
by taking into account that in this case, the relation between the lattice extent in
the temporal direction and the renormalization scale is modified as µ = 1/ (2L0).
By including all the nine data points for each value of L0/a, and by choosing
np = 2 for L0/a = 4,6 and np = 3 for L0/a = 8, we obtained excellent fits with
χ2/dof ≈ 0.93,0.16 and 1.07 respectively. The results confirm that the temperature
is constant within errors for the lattices within each set2.

Once the lines of constant physics have been fixed, the corresponding values of
the critical mass have been computed from the results in Ref. [179]. Its expression
reads

amcr (g20, a/L0) = (
6

∑
k=0

µkg
2k
0 ) × (

6

∑
i=0
ζig

2i
0 )
−1

, (D.16)

2Considerations analogous to those in footnote 1 apply also here for the case of the GF
coupling.
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T L0/a β κ
(I)
cr c

(I)
sw

T9

4 4.764900 0.134885548000448 1.335350323996506
6 4.938726 0.134507608658235 1.308983384364439
8 5.100000 0.134168886219319 1.288203306487197

T10

4 4.457600 0.135606746160064 1.39574103127591
6 4.634654 0.135199857298424 1.358462476494125
8 4.800000 0.134821158536685 1.329646151978636

T11

4 4.151900 0.136325892438363 1.482418125298923
6 4.331660 0.135926636004668 1.427424655158656
8 4.500000 0.135525721037715 1.386110343557152

Table D.6: Parameters of the Monte Carlo simulations performed with the tree-
level improved Symanzik action. The bare gauge coupling is expressed in terms of
β = 6/g20.

with parameters µk and ζi reported in table D.5 for the L0/a of interest. As for
the case of the Wilson-plaquette gauge action, the values of mcr (g20, a/L0) depend
on L0/a because it has been determined by requiring the PCAC mass to vanish in
a finite volume [179].

Once the values of the bare couplings β have been determined, the correspond-
ing values for the critical hopping parameter κcr = 2amcr+8 as well as those for csw
are obtained from eq. D.16 and eq. C.3 respectively. The corresponding values are
reported in table D.6 as κ(I)cr and c(I)sw , where the superscript denotes the Symanzik
improved action.
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Appendix E

Perturbation theory

The following appendices are devoted to collect the relevant formulae for the per-
turbative calculation of the mesonic and baryonic screening masses in the frame-
work of the dimensional reduced effective theory which was outlined in Chapter
2.

E.1 Free propagators

In this appendix we explicitly derive the expression for the free theory quark
propagators in the effective field theory. Starting from the free effective action in
eq. 5.5 it is straightforward to see that, in momentum space, the free propagators
for the fields χ and φ, in the lowest Matsubara sector, respectively read

Gχ(p3) =
1

i [p0 + ip3 + p2
⊥

2p0
]
, (E.1)

Gφ(p3) =
1

i [p0 − ip3 + p2
⊥

2p0
]
. (E.2)

These are conveniently expressed in a mixed coordinate-momentum representation.
In particular, since the screening mass characterizes the exponential fall-off of the
correlation function, it is natural to perform a Fourier transform in the third spatial
direction. Then, by assuming forward propagation for x3 > 0, which implies p0 > 0
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for the χ field and p0 < 0 for the φ field, a Fourier transform leads to

⟨χ (p, x3)χ†(0)⟩ x3>0= − iθ (p0) e
−x3(p0+ p2

2p0
) (E.3)

⟨φ (p, x3)φ†(0)⟩ x3>0= + iθ (−p0) e
−x3(∣p0∣+ p2

2∣p0 ∣
)
. (E.4)

As a final remark, notice that such free propagators are diagonal both in spin and
colour space.

E.2 1-loop order propagators

Starting from the O(g2) action for non-relativistic quarks in eq. 5.7, the longitu-
dinal propagators for the fields χ and φ are defined as the Wilson’s lines satisfying

(∂3 +M − gEA0 − igEA3)Uχ(x⊥, x3) = 0 ,

(−∂3 +M − gEA0 + igEA3)Uφ(x⊥, x3) = 0 , (E.5)

which have solutions given in the usual form of path-ordered exponentials. By
suppressing, for readability, any colour and spin index, those read

Uχ(x⊥, x3) = P exp{∫
x3

0
dz′ [−M + gEA0(x⊥, z′) + igEA3(x⊥, z′)]}

= e−Mx3 P exp{∫
x3

0
dz′ [gEA0(x⊥, z′) + igEA3(x⊥, z′)]} , (E.6)

Uφ(x⊥, x3) = P exp{∫
0

x3
dz′ [M − gEA0(x⊥, z′) + igEA3(x⊥, z′)]}

= e−Mx3 P exp{∫
x3

0
dz′ [gEA0(x⊥, z′) − igEA3(x⊥, z′)]} . (E.7)

Notice that in the expression for Uφ, the bounds of integration are flipped, since
the action in eq. 5.7 describes a backward propagating φ field for any positive-
valued M . Since such longitudinal quark propagators are obtained starting from
the O(g2) NRQCD action in eq. 5.7, those can be safely expanded for small gE up
to the same order. By exploiting the expansion of the path ordered exponential
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the quark propagator for the χ field reads

U be
χ (x⊥, x3) = e−Mx3 {δbe + ∫

x3

0
dz′ [gEA0 + igEA3]be (x⊥, z′) (E.8)

+ ∫
x3

0
dz′∫

z′

0
dz′′ [gEA0 + igEA3]bm (x⊥, z′) [gEA0 + igEA3]me (x⊥, z′′) +O(g3E)} ,

where we now made explicit colour indices. Correspondingly the propagator for
the φ field is simply obtained by flipping the sign of the term containing the A3

field. Then the propagator for a backward propagating φ field at O(g2) is

U be
φ (x⊥, x3) = e−Mx3 {δbe + ∫

x3

0
dz′ [gEA0 − igEA3]be (x⊥, z′) (E.9)

+ ∫
x3

0
dz′∫

z′

0
dz′′ [gEA0 − igEA3]bm (x⊥, z′) [gEA0 − igEA3]me (x⊥, z′′) +O(g3E)} .

As a final remark, notice that baryonic correlation functions involve the forward
propagation of φ fields with negative Matsubara frequency. At 1-loop order, the
corresponding propagator is simply obtained from the propagator for the backward
propagating field in eq. E.7 by flipping the bounds of integration and the sign of
the matching coefficient M . The final form for a forward propagating φ field with
negative Matsubara frequency is then given by

Uad
φ (x⊥, x3) = e−Mx3 {δad + ∫

x3

0
dz′ [−gEA0 + igEA3]ad (x⊥, z′) (E.10)

+ ∫
x3

0
dz′∫

z′

0
dz′′ [−gEA0 + igEA3]am (x⊥, z′) [−gEA0 + igEA3]md (x⊥, z′′) +O(g3E)} .

E.3 1-loop order mesonic Green’s function

This section is devoted to perform the 1-loop order calculation of the mesonic
Green’s function which lead to the expression reported in eq. 5.12. By taking into
account the quark propagators in eq. E.6 and E.7, the correlation function in eq.
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5.11 can be written, at O(g2E), as

C
(1)
O (x⊥,y⊥, x3) =

e−2Mx3

N
⟨δabδba (E.11)

+ ∫
x3

0
dz′ [gEA0 (x⊥, z′) + igEA3 (x⊥, z′)] + ∫

x3

0
dz′ [gEA0 (y⊥, z′) − igEA3 (y⊥, z′)]

+ ∫
x3

0
dz′∫

z′

0
dz′′ [gEA0 (x⊥, z′) + igEA3 (x⊥, z′)] [gEA0 (x⊥, z′′) + igEA3 (x⊥, z′′)]

+ ∫
x3

0
dz′∫

z′

0
dz′′ [gEA0 (y⊥, z′) − igEA3 (y⊥, z′)] [gEA0 (y⊥, z′′) − igEA3 (y⊥, z′′)]

+ ∫
x3

0
dz′∫

x3

0
dz′′ [gEA0 (x⊥, z′) + igEA3 (x⊥, z′)] [gEA0 (y⊥, z′′) − igEA3 (y⊥, z′′)]⟩ ,

where the first term provides the normalization N = 3 and for readability we
suppress the colour indices in the other terms. Notice that, the second line vanishes
since it involves traces of a single SU(3) group generator. The non-vanishing O(g2E)
terms are the contributions deriving from the exchange of longitudinal gluons, i.e.
the third and fourth lines, and the one in the fifth line coming from the exchange
of transverse gluons. By making explicit colour indices and using the relation in
eq. A.5, the above correlation function can written in terms of gluon propagators
as

C
(1)
O (r⊥, x3) = e−2Mx3 {1 + g2EAL(0⊥, x3) + g2EAT(r⊥, x3)} , (E.12)

which is the expression in eq. 5.12, with the 1-loop order longitudinal and trans-
verse corrections which respectively read

AL(0⊥, x3) = 6CF ∫
x3

0
du∫

u

0
dv [∆00 (0⊥, u − v) −∆33 (0⊥, u − v)] (E.13)

AT(r⊥, x3) = 3CF ∫
x3

0
du∫

x3

0
dv [∆00 (r⊥, u − v) +∆33 (r⊥, u − v)] , (E.14)

where r⊥ = x⊥ − y⊥ since the gluonic field propagators depend only on the relative
distance between the two quark lines. Notice that eq. E.12 is not gauge invariant,
but, as we show in App. E.6, the final result for the static potential is gauge
invariant as we take the limit of large separations. In the dimensional reduced
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effective field theory the spatial and the temporal components of the gluon fields
behaves differently. Indeed the latter develop a mass, i.e. the Debye mass, which
provides an infrared cutoff to its propagation. The expressions for their propagators
read [15, 79]

∆00 (x) = ∫
p

eip⋅x

p2 +m2
E

, (E.15)

∆ij (x) = ∫
p
eip⋅x [

δij
p2
+ (ξ − 1)

pipj

(p2)2
] , (E.16)

where mE is the Debye mass in eq. 2.13 and ξ is the gauge-fixing parameter. In
the expressions above p = (p⊥, p3), x = (x⊥, x3) and the integral ∫p ≡ ∫

d2p⊥
(2π)2 ∫

dp3
2π .
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E.4 1-loop order baryonic Green’s function

This appendix is devoted to determine the functional form of the baryonic corre-
lation function at 1-loop order in the effective field theory, see eq. 6.13. By taking
into account the forward propagators in eq. E.6 and E.10 the correlation function
in eq. 6.12 reads

C(r1, r2, r3;x3) =
e−3Mx3

N
εabcεdef⟨

⎧⎪⎪⎨⎪⎪⎩
δbeδcfδad

+ ∫
x3

0
dz′ [−gEA0 + igEA3] (r1, z′) (E.17)

+ ∫
x3

0
dz′ [gEA0 + igEA3] (r2, z′) + ∫

x3

0
dz′ [gEA0 + igEA3] (r3, z′)

+ ∫
x3

0
dz′∫

z′

0
dz′′[gEA0(r1, z′)gEA0(r1, z′′) − gEA3(r1, z′)gEA3(r1, z′′)

+ gEA0(r2, z′)gEA0(r2, z′′) − gEA3(r2, z′)gEA3(r2, z′′)

+ gEA0(r3, z′)gEA0(r3, z′′) − gEA3(r3, z′)gEA3(r3, z′′)]

+ ∫
x3

0
dz′∫

z′

0
dz′′[−gEA0(r1, z′)gEA0(r2, z′′) − gEA3(r1, z′)gEA3(r2, z′′)

− gEA0(r1, z′)gEA0(r3, z′′) − gEA3(r1, z′)gEA3(r3, z′′)

+ gEA0(r2, z′)gEA0(r3, z′′) − gEA3(r2, z′)gEA3(r3, z′′)]
⎫⎪⎪⎬⎪⎪⎭
+ (r1↔ r2)⟩ + O(g4E),

where the first term on the r.h.s. is the contribution coming from the free theory
which fixes the constant N and the second and the third lines vanish since those
terms involves traces of a single generator of the SU(3) group. The fourth, fifth
and sixth lines contain the contributions coming from the exchange of longitudinal
gluons and finally the remaining terms involve the exchange of transverse gluons
between different quark lines. As done for the mesonic case, by taking into account
the relation in eq. A.5, this correlation function can be written as

C
(1)
N±({ri} , x3) = e−3Mx3{1 + 3g2EAL(0⊥, x3) (E.18)

+ g2EA12
T (r1, r2, x3) + g2EA23

T (r2, r3, x3) + g2EA13
T (r1, r3, x3)} ,
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where the longitudinal corrections, which are equal for each quark line, are ex-
pressed in terms of the gauge field propagators defined in eq. E.15 and E.16 as

AL(0⊥, x3) = 2CF ∫
x3

0
du∫

u

0
dv (∆00(0⊥, u − v) −∆33(0⊥, u − v)) . (E.19)

Similarly, we can write the transverse contributions as

A12
T (r1, r2, x3) =

CF
2 ∫

x3

0
du∫

x3

0
dv (∆00(r12, u − v) +∆33(r12, u − v)) (E.20)

A23
T (r2, r3, x3) =

CF
4 ∫

x3

0
du∫

x3

0
dv (∆00(r23, u − v) +∆33(r23, u − v))

− CF
4 ∫

x3

0
du∫

x3

0
dv (∆00(r23, u − v) −∆33(r23, u − v)) (E.21)

A13
T (r1, r3, x3) =

CF
4 ∫

x3

0
du∫

x3

0
dv (∆00(r13, u − v) +∆33(r13, u − v))

− CF
4 ∫

x3

0
du∫

x3

0
dv (∆00(r13, u − v) −∆33(r13, u − v)) , (E.22)

where, for the sake of notation we introduced rij ≡ ri − rj. Notice that, here,
at variance of the mesonic case, the transverse corrections do not give the same
contribution for each of the quark lines due to the appearance of the additional
correlation function in eq. 6.12. The above integrals are readily computed, see App.
E.5 and lead to the expression for the static potential in eq. 6.14.

E.5 The static potential

In this appendix we provide the full calculation which yields the final expression for
the static potential at next-to-leading order in the effective field theory description.
Since the final result must be gauge invariant, see App. E.6 for a further discussion,
we set ξ = 1 in eq. E.16 in order to simplify the structure of the spatial component
of the gauge field propagator.

In general, both for the mesonic and the baryonic Green’s function, the general
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structures to be evaluated in the calculation of the static potential are

I1(0⊥) = − lim
x3→∞∫p

∂

∂x3
∫

x3

0
dz′
⎧⎪⎪⎨⎪⎪⎩
∫

z′

0
dz′′

eip3(z
′−z′′)

p23 + ε2
⎫⎪⎪⎬⎪⎪⎭
, (E.23)

I2(x⊥ − y⊥) = − lim
x3→∞∫p

eip⊥⋅(x⊥−y⊥) ∂

∂x3
∫

x3

0
dz′
⎧⎪⎪⎨⎪⎪⎩
∫

x3

0
dz′′

eip3(z
′−z′′)

p23 + ε2
⎫⎪⎪⎬⎪⎪⎭
, (E.24)

for the longitudinal and the transverse contribution respectively, where ε2 =m2
E+p2

⊥

for the integrals involving ∆00 and ε2 = p2
⊥ for ∆33. It is straightforward to see that

I2(x⊥ − y⊥) = 2I1(x⊥ − y⊥). After a little bit of algebra the integrals are carried
out, leading to

I1 (x⊥ − y⊥) = −∫
p⊥
eip⊥⋅(x⊥−y⊥) 1

2ε2
. (E.25)

Given such considerations, and by taking into account the expression for the
mesonic Green’s function, the static potential can be written as [15]

V − (x⊥ − y⊥) ≡ g2CFT ∫
p⊥
(1 − e

ip⊥⋅(x⊥−y⊥)

p2⊥
− 1 + eip⊥⋅(x⊥−y⊥)

p2⊥ +m2
E

) , (E.26)

where x⊥ − y⊥ = ∣x⊥ − y⊥∣ and p⊥ = ∣p⊥∣. Similar considerations for the baryonic
Green’s function lead to the additional term [95]

V +(x⊥ − y⊥) ≡ g2CFT ∫
p⊥
[1 − eip⊥⋅(x⊥−y⊥)] ( 1

p2⊥
− 1

p2⊥ +m2
E

) . (E.27)

Notice that each of these integrals is both infrared and ultraviolet divergent. In
order to explicitly evaluate them we put an IR-cutoff λ and we regularize the
integral in the UV by using dimensional regularization. We consider the familiar
integrals [15, 95]

∫
d2−2εp

(2π)2−2ε
1

p2 + λ2
= µ

−2ε

4π

⎛
⎝
1

ε
+ 2 ln µ̄

λ
+O(ε)

⎞
⎠

∫
d2p

(2π)2−2ε
eip̄⋅r̄

p2 + λ2
= 1

2π
K0(λr) , (E.28)
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where µ = µ̄ ( eγE4π )
1/2, with γE being the Euler gamma function and finally K0(x)

is a modified Bessel function with asymptotic behaviour

K0(x)
x→0= − ln x

2
− γE +O(x) . (E.29)

Then by putting everything together, we find for the potential in eq. E.26

V −(r) = g2CFT ∫
d2−2εp

(2π)2−2ε
⎧⎪⎪⎨⎪⎪⎩

1

p2 + λ2
[1 − eip̄⋅r̄] − 1

p2 +m2
E

[1 + eip̄⋅r̄]
⎫⎪⎪⎬⎪⎪⎭

= g2CFT
⎡⎢⎢⎢⎢⎣

µ−2ε

4π
(1
ε
+ 2 ln µ̄

λ
− 1

ε
− 2 ln µ̄

mE

) − 1

2π
(K0(λr) +K0(mEr))

⎤⎥⎥⎥⎥⎦

= g
2CFT

2π

⎡⎢⎢⎢⎢⎣
ln
mEr

2
+ γE −K0(mEr)

⎤⎥⎥⎥⎥⎦
, (E.30)

where, by going from the second to the third line, we have taken the limits ε → 0

and λ→ 0. Similarly for the potential in eq. E.27 it holds

V +(r) = g
2CFT

2π

⎡⎢⎢⎢⎢⎣
ln
mEr

2
+ γE +K0(mEr)

⎤⎥⎥⎥⎥⎦
. (E.31)

As a final comment, notice that, due to the asymptotic behaviour of the Bessel
function, while V +(r) assumes a finite value, V −(r), in contrast, is divergent in
the origin.

E.6 Gauge invariance of the static potential

In this appendix we show that gauge dependent terms in the 1-loop order Green’s
function give rise to no contribution in the final result of the static potential.
Following the discussion of the previous section, after performing the derivative
with respect the third spatial coordinate, the general structure of such terms is

J3(x⊥) = −(ξ − 1) lim
x3→∞∫p⊥

(1 − eip⊥⋅x⊥)∫
x3

0
dz′′∫

dp3
2π

eip3(x3−z
′′) p23
(p23 + p2

⊥)2
.

(E.32)
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The Fourier transform along the third spatial direction and the integral over z′′

are promply computed. Finally the remaining integral can be easily solved in polar
coordinates (See pag 338 of Ref. [208]) and leads to

J3 (x⊥) = −
(ξ − 1)
8π

lim
x3→∞

⎡⎢⎢⎢⎢⎣
1 − x3√

x23 + ∣x2
⊥∣

⎤⎥⎥⎥⎥⎦
= 0 , (E.33)

which shows that all the gauge dependent terms give rise to vanishing contributions
in the static potential, if the large separation limit is taken.
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Appendix F

Numerical methods for the
perturbative solution

In this section we deal with the numerical methods that have been used to solve
the mesonic and baryonic Schrödinger equation obtained from the perturbative
analysis.

F.1 The Hyperspherical Harmonics method

This appendix is devoted to develop the strategy to solve the baryonic Schrödinger
equation which occurs at 1-loop order in perturbation theory. The Hyperspherical
Harmonics (HH) method, see Ref. [209] for a recent review on the subject, is usually
used to solve quantum many-body problems in three dimensions. The three-body
problem in eq. 6.16 is defined in two dimension. For this reason, in the first part of
this appendix we aim to specialize this method to the two dimensional case, while
in the second part we will apply this method to achieve a numerical solution for
eq. 6.16.

F.1.1 Two-dimensional HH expansion

The following discussion is a two-dimensional generalization of the HH expansion
method, see Ref. [209]. From that reference we borrow notation and the main
definitions and we refer to it for a further and more detailed discussion on this
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topic. Let us consider a quantum three-body problem in two spatial dimensions of
the form of eq. 6.16 and perform a change of variables by going to the center of
mass frame, i.e.

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

R̂ ≡ r̂1+r̂2+r̂3
3

ξ̂1 ≡ r̂2 − r̂3 = r̂32

ξ̂2 ≡ 2√
3
[r̂1 − 1

2 (r̂3 + r̂2)] =
√
3 (r̂1 − R̂)

, (F.1)

where R̂ is the transverse coordinate vector of the center of mass. With this change
of variables the laplacian operator in eq. 6.16 can be written, in the center of mass
frame, as

1

2
[∇2

r̂1
+∇2

r̂2
+∇2

r̂3
] =
∇2

R̂

6
+∇2

ξ̂1
+∇2

ξ̂2
, (F.2)

and correspondingly, the Schrödinger equation for the relative motion can be writ-
ten in terms of the new coordinates as

{− (∇2
ξ̂1
+∇2

ξ̂2
) + ρ [V̂ (ξ̂1, ξ̂2) − Ê0]}C (ξ̂1, ξ̂2) = 0 (F.3)

where it is understood that V̂ is now the static potential expressed as a function
of the dimensionless coordinates ξ̂1 and ξ̂2. By going to polar coordinates, i.e.

⎧⎪⎪⎪⎨⎪⎪⎪⎩

ξ̂
(1)
1 = ξ̂1 cos θ1
ξ̂
(2)
1 = ξ̂1 sin θ1

⎧⎪⎪⎪⎨⎪⎪⎪⎩

ξ̂
(1)
2 = ξ̂2 cos θ2
ξ̂
(2)
2 = ξ̂2 sin θ2

, (F.4)

where ξ̂i refers to the absolute value of the 2-vector ξ̂i and the superscript (j)
refers to the j = 1,2 components of the vector in the two-dimensional plane, the
laplacian operator can be written as

∇2
ξ̂1
+∇2

ξ̂2
= ∂2

∂ξ̂21
+ 1

ξ̂1

∂

∂ξ̂1
− 1

ξ̂21

∂2

∂θ21
+ ∂2

∂ξ̂22
+ 1

ξ̂2

∂

∂ξ̂2
− 1

ξ̂22

∂2

∂θ22
. (F.5)
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Both for ξ̂1 and ξ̂2 the angular differential operator corresponds to the two-dimensional
quantum mechanical angular momentum operator

Li =
∂

∂θi
for i = 1,2 . (F.6)

So far, the Schrödinger equation, and correspondingly the wave function of the
system, depends on the two spatial extension ξ̂i and on the two angles θi. The
basic idea underlying the HH method is to write the system, by a suitable change
of variables, in terms of three angular variables and one radial variable. This is
achieved by going to the so called hyperspherical coordinates system

⎧⎪⎪⎪⎨⎪⎪⎪⎩

ξ̂1 = ξ sinφ

ξ̂2 = ξ cosφ
, (F.7)

where ξ is called hyper-radius and the angular variable φ describe the relative
lenghts of the two vectors ξ̂1 and ξ̂2, i.e. φ ∈ [0, π/2]. Together with θ1 and θ2,
φ forms a set of hyper-angles Ω4 = {θ1, θ2, φ}. With this change of variables, the
laplacian operator in eq. F.5 reads

∇2
ξ = ∇2

ξ̂1
+∇2

ξ̂2
= ∂2

∂ξ2
+ 3

ξ

∂

∂ξ
− L

2 (Ω4)
ξ2

, (F.8)

where the hyperangular momentum operator reads

L2 (Ω4) = − [
∂2

∂2φ
+ 2 cot 2φ ∂

∂φ
− L2

1

sin2 φ
− L2

2

cos2 φ
] . (F.9)

It is worth noticing the analogy with the expression of the laplacian operator in
three-dimension for a two-body problem. Apart from the angular part, the only
difference is due to the numerical factor in front of the first derivative, which
explicitly depends on the number of dimensions and on the number of particles
involved. In complete analogy with the standard case, we can define the eigenvalues
and the eigenstates of the hyperangular momentum, by assuming that ξLY (Ω4)

180



is a harmonic function. This leads to

L2 (Ω4)Y (Ω4) = L (L + 2)Y (Ω4) , (F.10)

where L, in analogy to the angular momentum quantum number, is called grand
orbital quantum number. The corresponding eigenvectors of the operator defined
in eq. F.9 can be written as

YL (Ω4) = P l1l2L (φ)Yl1 (θ1)Yl2 (θ2) , (F.11)

where Yli(θ) are the eigenvector of the Li operators, i.e.

Yli (θi) =
eiliθi√
2π

with li ∈ Z . (F.12)

By looking for a solution of the type

P l1l2L (φ) = (cosφ)∣l2∣ (sinφ)∣l1∣ g (cos 2φ) (F.13)

and by performing the change of variables x = cos 2φ, the differential equation in
eq. F.10 can be written as

(1 − x2) ∂
2g

∂x2
+ [∣l2∣ − ∣l1∣ − (∣l2∣ + ∣l1∣ + 2)]

∂g

∂x
(F.14)

+ g(x) (n + ∣l1∣ + ∣l2∣ + 1)n = 0 ,

with n which is related to the quantum numbers l1, l2 and L by the relation

L = 2n + ∣l1∣ + ∣l2∣ with n ∈N . (F.15)

This differential equation has analytical solutions in terms of Jacobi polyonomials

g(x) = P l1l2
n (x) =

(1 + ∣l1∣)n
n!

2F1 (−n,n + ∣l1∣ + ∣l2∣ + 1; ∣l1∣ + 1;
1

2
(1 − x)) , (F.16)

where (⋅)n is the Pochhammer symbol and 2F1 is the hypergeometric function.
These polymomials are orthogonal in the interval [−1,1] with respect to the weight
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function (1 − x)∣l1∣ (1 + x)∣l2∣ and their normalization constant is given by

∫
1

−1
P l1l2
n (x)P l1l2

n′ (x) (1 − x)
∣l1∣ (1 + x)∣l2∣ dx (F.17)

=
δn,n′ 2∣l1∣+∣l2∣+1

2n + ∣l1∣ + ∣l2∣ + 1
Γ (n + ∣l1∣ + 1)Γ (n + ∣l2∣ + 1)
Γ (n + 1)Γ (n + ∣l1∣ + ∣l2∣ + 1)

,

where Γ is the Euler gamma function. By inserting the solution to the differential
equation into eq. F.13 and taking into account the volume element for the angular
variables dΩ4 = sinφ cosφ dθ1 dθ2 dφ, the normalization of the eigenvector in eq.
F.13 is obtain by integrating over the hyperangle φ

N l1l2
n ∫

π
2

0
(cosφ)2∣l2∣+1 (sinφ)2∣l1∣+1P l1l2

n (cos 2φ)P l1l2
n′ (cos 2φ) = δn,n′ , (F.18)

where the normalization constant reads

N l1l2
n = [2 (L + 1)Γ (n + 1)Γ (L − n + 1)

Γ (n + ∣l1∣ + 1)Γ (n + ∣l2∣ + 1)
]
1/2

. (F.19)

As a consequence, the hyperspherical harmonics YL satisfy the orthonormality
relation

∫ dΩ4YL (Ω4)YL′ (Ω4) = δl1,l′1δl2,l′2δn,n′ . (F.20)

Notice that, the hyperspherical harmonics form a complete set for any function
on the surface described by the angles {φ, θ1, θ2} at fixed ξ. As a consequence, the
wave functions appearing in eq. F.3 can be expanded as

C (ξ,Ω4) = ∑
{L}
C{L} (ξ)Y{L} (Ω4) , (F.21)

where {L} refers to the particular combination of quantum numbers which leads
to L = 2n + ∣l1∣ + ∣l2∣ and the expansion coefficients C{L} encode the hyper-radial
dependence of the wave function. By using the definition of the laplacian operator
in eq. F.8 and employing the definition of the hyperangular momentum operator,
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the Schrödinger equation can be written as

{− [ ∂
2

∂ξ2
+ 3

ξ

∂

∂ξ
− L

2 (Ω4)
ξ2

] + ρ [V̂ (ξ,Ω4) − Ê0]}C (ξ,Ω4) = 0 . (F.22)

By expanding the wave function in terms of hyperspherical harmonics as in eq.
F.21 and by writing the expansion coefficient as C (ξ) = u (ξ) /ξ3/2 with the purpose
of getting rid of the first derivative in the Schrödinger equation, by using eq. F.10,
we can rewrite the Schrödinger equation as

∑
{L′}
{− [ ∂

2

∂ξ2
+ 3

4ξ2
− L

′ (L′ + 2)
ξ2

] + ρ [ V̂ (ξ,Ω4) − Ê0]}u{L′} (ξ)Y{L′} (Ω4) = 0 .

(F.23)

Finally by multiplying on the left by Y∗{L} (Ω4) and integrating over the angular
variables, the orthogonality relation for the hyperspherical harmonics, in eq. F.20,
leads to the final form

{− [ ∂
2

∂ξ2
+ 3

4ξ2
− L (L + 2)

ξ2
] − ρÊ0}u{L} (ξ) + ρ ∑

{L′}
V{L,L′} (ξ) u{L′} (ξ) = 0,

(F.24)

where

V{L,L′} (ξ) = ∫ dΩ4Y∗{L} (Ω4) V̂ (ξ,Ω4)Y{L′} (F.25)

are the potential matrix elements computed in the basis of the hyperspherical
harmonics. Notice that in this way the Schrödinger equation has been reduced
to a set of coupled one-dimensional Schrödinger equations which are easier to be
solved numerically. With this procedure the bulk of the calculation reduces to the
computation of the potential matrix elements by properly truncating the basis up
to a certain value Lmax. Then the ground state is extracted by numerically solving
the set of coupled one-dimensional differential equations in eq. F.24, with some
suitable algorithm, like the one described in App. F.2.

Since we are only interested in the ground state we can restrict the calculation
of the potential matrix elements to states with zero total angular momentum
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(l1 = −l2), which implies that the grand orbital quantum number is restricted to
even values

L = 2 (n + ∣l1∣) . (F.26)

The choice of Lmax, i.e. the value of L which determines the truncation of the
expansion in eq. F.25, is somehow critical and there is no general prescription for
this choice. By increasing the number of states included in the calculation of the
potential matrix, the result becomes increasingly stable. By taking Lmax = 30 which
corresponds to include 256 states, we observed a stable result for the eigenvalue
of the ground state (Ê0 = 1.188). In particular the relative difference between the
lowest eigenvalue extracted by using Lmax = 28 and the one obtained with Lmax = 30
is of order 10−5, which is then sufficient for a comparison with the lattice data,
given our statistical precision, see Sec. 6.2.

F.2 The renormalized Numerov method

The Schrödinger equations for the 1-loop order corrections to the mesonic and
baryonic screening masses have been solved by using the renormalized Numerov
algorithm [210, 211] for numerical solutions of second order differential equations.
Let us consider a second order differential equation, discretized on a mesh grid
with lattice spacing a, of the form y′′n + gnyn = 0. Then the following three-terms
recurrence relation holds

yn+1 (1 +
a2

12
gn+1) − yn (2 +

10a2

12
gn) + yn−1 (1 +

a2

12
gn−1) = 0 + O(a6) . (F.27)

One dimensional Schrödinger equations of the kind of eq. 5.15 and more generally
the set of coupled differential equations in eq. F.24, can be easily reduced to this
form by simply writing

(1 ∂2

∂r2
+Q (r))U (r) = 0, (F.28)
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with

Q (r) = ρ [Ê0 ⋅ 1 −V (r)] (F.29)

where bold letters refer to M×M matrices, where M is the total number of coupled
differential equations, i.e. the case of a single Schrödinger equation is recovered by
setting M = 1. Suppose now to discretize the system on a grid r0, r1, ..., rn, then
by directly applying the Numerov recurrence relation we have

(1 −Tj+1)Uj+1 − (21 + 10Tj)Uj + (1 −Tj−1)Uj−1 = 0 , (F.30)

where the index j labels the point on the grid and

Tj = −
a2

12
Qj (F.31)

where a is the grid lattice spacing. The recurrence relation can be written in a
more compact way as

Fj+1 −WjFj +Fj−1 = 0 where
⎧⎪⎪⎪⎨⎪⎪⎪⎩

Fj = (1 −Tj)Uj

Wj = (1 −Tj)−1 (21 − 10Tj)
. (F.32)

Finally, by introducing Rj = Fj+1F−1j we obtain the forward recurrence relation

⎧⎪⎪⎪⎨⎪⎪⎪⎩

Rj = Wj −R−1j−1
R−10 = 0

, (F.33)

where the starting point of the recurrence relation is simply obtained by imposing
Dirichlet boundary conditions at r0, i.e. U0 = 0 and U1 ≠ 0, which implies R−10 = 0.
Since Wj only contains known terms appearing in the Schrödinger equation, by
knowing Rj at rj we can determine Rj+1 at rj+1. In the very same way we can also
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obtain a backward recurrence relation, by defining R̂j = Fj−1F−1j , as

⎧⎪⎪⎪⎨⎪⎪⎪⎩

R̂j = Wj − R̂−1j+1
R̂−1n = 0

, (F.34)

where we imposed the condition that the wave function vanishes at the upper
end of the grid. In this way we can solve iteratively the differential equation both
forward and backward, up to a matching coordinate rM, where we require the
matching condition

det [RM − R̂−1M+1] = 0 , (F.35)

which, when satisfied, provides the eigenvalue Ê0. Notice that, in practical applica-
tions, the matching condition is solved iteratively by means of numerical methods,
e.g. the Newton method, given an initial trial energy Ê0.
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Appendix G

Screening masses in the free
lattice theory

This appendix is devoted to the calculation of the free-theory value of both the
mesonic and baryonic screening masses. The aim of this calculation is to define
tree-level improved definitions, see eq. 5.23 and 6.21, of the screening masses so as
to be able to accelerate the convergence to the continuum limit. The corresponding
masses in the continuum theory have been computed in Sec. 5.1.1 and 6.1.1 for
the mesonic and baryonic cases respectively.

Since Dsw in eq. 3.70 does not contribute in the free case, the quark propagator
in momentum space for each flavour is given by

S(p) =
−iγµ p̄µ +m0(p)

DF (p)
, with DF (p) =

3

∑
µ=0

p̄2µ +m2
0(p) (G.1)

and

m0(p) =m0 +
a

2

3

∑
µ=0

p̂2µ , p̄µ =
1

a
sin(apµ) , p̂µ =

2

a
sin(

apµ
2
) , (G.2)

where we have assumed M0 =m0⋅11. In the presence of shifted boundary conditions
(see appendices A and E in Ref. [167] and Sec. 4.1), the fermionic lattice momenta
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in the compact direction take the values

p0 =
2πn0

L0

+ π

L0

−
3

∑
k=1
pkξk where n0 = 0, . . . , L0/a − 1 (G.3)

while in the spatial directions we consider the infinite volume limit and therefore
the momenta are given by pk ∈ [−π/a, π/a), see eq. 3.2.

Based on these definitions, in the following appendices we provide the free-
theory calculation of the mesonic and baryonic screening masses.

G.1 Mesonic screening masses

In order to extract the mesonic screening masses, we compute the two-point
correlation function defined in eq. 5.21 for O = {S,P,Vµ, Sµ} corresponding to
ΓO = {1, γ5, γµ, γµγ5} respectively. At tree-level those correlation functions are
given by

CO(x3) = −
3

2 ∫
d4p

(2π)4
dk3
2π

Tr [ΓO S(k)ΓO S(p)]e−i(p3−k3)x3 , (G.4)

where S(p) is the tree-level quark propagator defined in eq. G.1, k = (p0, p1, p2, k3)
and Tr stands for the trace over the Dirac index. From Eq. (3.613−1.6) of Ref. [212]
we obtain

∫
dp3
2π

e−ip3x3

DF (p)
= e−2ω̂(p)x3

aω(p)ω̄(p)
(G.5)

where

ω2(p) =m2(p) +
2

∑
ν=0

p̄2ν , ω̄2(p) = [m(p) + 2

a
]
2

+
2

∑
ν=0

p̄2ν , (G.6)

m(p) =m0 +
a

2

2

∑
0

p̂2n , aω̂(p) = 1

2
ln [ ω̄(p) + ω(p)

ω̄(p) − ω(p)
] . (G.7)
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L0/a mfree/(2πT )
4 0.932614077. . .
6 0.967811412. . .
8 0.981401809. . .
10 0.987944825. . .

Table G.1: Tree-level values of the mesonic non-singlet screening masses on lattices
with temporal extension L0/a, infinite spatial volume and shift vector ξ = (1,0,0).

By using the above formulae, the correlation function can be written as

CO(x3) = −
3

a2L0
∑
n0

∫ dp1 dp2 C̄O(p) e−4 ω̂(p)x3 , (G.8)

where

C̄S(p) = −
4∑2

ν=0 p̄
2
ν

ω2(p)ω̄2(p)
, (G.9)

C̄Vµ(p) = (1 − δµ3)[
1

[m(p) + 1/a]2
−

4p̄2µ
ω2(p)ω̄2(p)

] , (G.10)

C̄P (p) =
1

[m(p) + 1/a]2
(G.11)

C̄Aµ(p) = −
δµ3

[m(p) + 1/a]2
+

4∑ν≠µ,3 p̄2ν
ω2(p)ω̄2(p)

. (G.12)

In such a way, the entire x3-dependence is encoded in the exponential in eq. G.8
and ω̂(p) encodes the contribution of each quark line to the screening mass. Notice
that C̄S + C̄P = C̄Vµ − C̄Aµ . For the shift vector ξ = (1,0,0), the minimum of ω̂ is
attained for (p0, p1, p2) = ( π

2L0
, π
2L0

,0) for all correlators we are interested in. The
tree-level values of the mesonic screening masses are therefore all the same. They
are given by the expression

mfree
O = 4 ω̂(

π

2L0

,
π

2L0

,0) , (G.13)

whose values normalized to 2πT are listed, for practical convenience, in Table G.1
for the temporal extensions L0/a relevant to this paper.
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G.2 Baryonic screening masses

Similarly to the mesonic screening masses, by using the definitions in the previous
sections, in the infinite spatial volume limit the baryonic correlation function can
be written in the form

CN±(x3) = ± ∑
p0,q0
∫ dp1dp2dq1dq2M(p, q)e−2Ω(p,q,k)x3 , (G.14)

where the function Ω(p, q, k) is given by

Ω(p, q, k) = ω̂(p) + ω̂(q) + ω̂(k) (G.15)

with ω̂ defined in eq. G.7, which encoded each quark line contribution to the screen-
ing correlator, while the matrix M(p, q) is a calculable function of the momenta
which does not play any rôle in the computation of the baryonic screening masses.
For the lowest Matsubara frequency and for shift vectors of the form ξ = (ξ,0,0),
the energy-momentum conservation implies

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

p0 + q0 + k0 = π
L0
γ2

p1 + q1 + k1 = π
L0
ξγ2

p2 + q2 + k2 = 0

. (G.16)

The screening mass is then obtained by minimizing Ω(p, q, k) with respect to the
momenta. For the shift vector ξ = (1,0,0), the minimum is attained at

p = π

2L0

(1,1,0) , q = k = π

2L0

(−1,−1,0) . (G.17)

Notice that, since ω̂ is an even function of the momenta, each quark line gives the
same contribution to Ω and, as a consequence, the value of the tree-level baryonic
mass at finite lattice spacing is simply 3/2 the value we found in the mesonic case.
As a consequence the tree-level values normalized to 3πT are the same as reported
in table G.1 for the mesonic screening masses.

As a final comment, in fig. G.1 we show the tree-level baryonic masses normal-
ized to 3πT as a function of the lattice spacing. Notice that the data set corre-
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Figure G.1: Continuum limit extrapolation of the tree-level baryonic screening
mass normalized to the continuum free-theory value. Red points represent the
tree-level values with shifted boundary conditions and ξ = (1,0,0) which is the
case of interest in this thesis. Blue point are the result with standard periodic
boundary conditions, i.e. ξ = (0,0,0). Blue and red lines are polynomial fits in
(a/L0)2. The dashed horizontal line is the expected continuum value.

sponding to shifted boundary conditions exhibit smaller discretization errors with
respect to usual periodic boundary conditions. Such behaviour confirms previous
observations in the pure gauge theory in Ref. [169, 14] and in QCD at leading and
next-to-leading order in perturbation theory in Ref. [170].
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