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Abstract. We study the correlation between the nodal length of random
spherical harmonics and the length of a nonzero level set. We show that
the correlation is asymptotically zero, while the partial correlation af-
ter removing the effect of the random L?-norm of the eigenfunctions is
asymptotically one.
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1. Introduction and Main Result

1.1. Random Spherical Harmonics

On the unit two-dimensional sphere S2, let us consider the Helmholtz equation
Aszfo+Mefe=0, fo:$* =R,

where

A 1 0 /. 0 0 1 92

5 = 606 (Sm ao) T Sz ag?

is the Laplace-Beltrami operator on S? in spherical coordinates (6,¢) and
{Ae = £(€ + 1)}, represent the set of eigenvalues of —Age. For any A, the
corresponding eigenspace is the (2¢ 4 1)-dimensional space of spherical har-
monics of degree £; we can choose the standard L?-orthonormal basis made
of the spherical harmonics {Yen},,— , , [13, §3.4] and focus, for £ € N*, on
random eigenfunctions of the form

YA
B 4 9
folz) = ,/% +1 m;f%mnm(x) , zeS> (1.1)
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Here the coefficients {asm},,_ , , are random variables (defined on some
probability space (€2, F,P) that we fix once and for all) such that as is a real
standard Gaussian, and for m # 0 the ay ,’s are standard complex Gaussians
(independent of ay o) and independent save for the relation @z, = (—1)™a¢,—m
ensuring f,; to be real valued—it is immediate to see that the law of the pro-
cess fy is invariant with respect to the choice of a L?-orthonormal basis of
eigenfunctions.

For every ¢, the random eigenfunction f, is centred, Gaussian and isotropic;
from the addition theorem for spherical harmonics [13, (3.42)], the covariance
function is given by

re(z,y) = E[fe(2) fe(y)] = Pelcosd(z,y)),  a,y €S, (1.2)
where Py is the ¢th Legendre polynomial, defined by Rodrigues’ formula, as
1 d o,
Py(t) = QTEIW(t =17, te[-1,1],

and d(z,y) stands for the spherical geodesic distance between the points = and
y. As discussed elsewhere (see i.e. [3,4,7]), random spherical harmonics arise
naturally from the spectral analysis of isotropic Gaussian fields on the sphere
or in the investigation of quantum chaos (see for instance [13,29] for reviews).

Remark 1.1. The random variables {ag ., } are defined on the

m=—/,... £, LEN*
same probability space (2, F,P). We may assume f; and fp in (1.1) to be
independent random fields whenever £ # ', this is equivalent to assume that

a¢m and ag o are independent random variables for every m,m’ whenever
£,

In this paper, we shall focus on excursion sets of f, in (1.1) defined as
Ay(fe) == {z € $*: fy(x) > u} for u € R. The boundary of A,(fe), i.e. the
level set

fil ) = {z € §%: fo(x) = u},
is an a.s. smooth curve whose connected components are homeomorphic to the
circumference. Let us define, for v € R, the random variable

Lo(u) == length (f, " (u)). (1.3)
If w = 0, the quantity £,(0) is known as nodal length. For v # 0, we will
often refer to £,(u) in (1.3) as “boundary length”, equivalent with “length of
level sets”. In this manuscript, we shall investigate in particular the sequence
of random variables {L;(u)}ren-.

1.1.1. Nodal Length. The nodal length {£;(0)}sen+ has been the object of an
enormous amount of activity, see i.e. [2,19,26,28]. In particular, according to
the celebrated Yau’s conjecture [31], which has been proved for real analytic
manifolds by Donnelly and Fefferman, see [9], and more recently for smooth
manifolds by [12] (the lower bound), there exist two constants ¢, C' > 0 s.t. for
any realization fy; one has

v/ A < L£(0) < CV/N
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for every £ € N*. For the “typical” eigenfunction, fluctuations are indeed of
smaller order; more precisely, tighter bounds can be given in a probabilistic
sense. In fact, under Gaussianity the expected value of £,(0) is easily computed
to be (for instance, by the Gaussian Kinematic Formula [1], see also [2])

E [£(0)] = 2%\/?

The computation of the variance is much more challenging and was solved by
[28], where it is shown that, as £ — oo,
_logt

Var (£(0)) = 22= +0(1) . (1.4)

More recently, [19] actually provided a stronger characterization of the nodal
length fluctuation around their expected value. More precisely, they were able
to establish the asymptotic equivalence (in the L?(€2, F,P) =: L?(P)-sense) of
the nodal length and the so-called sample trispectrum of f;, i.e. integral over
the sphere of Hy(f,) that is the fourth-order Hermite polynomial evaluated at
the field itself (we recall that Hy(t) = t* — 6t2 + 3). Indeed, let us define first
the sequence of random variables

1 /A1
Mg = _4\/241!/52H4(fz(:v))dx» tEeNY (1.5)

thanks to the properties of Hermite and Legendre polynomials, it is easy to
check that [14,16]

log ¢
E[M] =0, Var(Me) = ==+ Orroc(1)

Moreover, denote by £,(0) the standardized nodal length, i.e.
- ~E
Var(L,(0))

)

and likewise for M,, writing M, = \/% It is shown in [19] that, as
ar ¢

! — oo,

~ 2 1 ~ N
where by op(1) we mean a sequence of random variables converging to zero in
probability. Note that bearing in mind [16, Theorem 1.1], (1.6) yields imme-
diately a CLT for the normalized nodal length.

1.1.2. Boundary Length. A natural further question to investigate is then how
much the nodal length behaviour characterizes the behaviour of the bound-
ary length and more generally the full geometry of eigenfunctions, i.e. the
behaviour of Lipschitz—Killing curvatures of excursion sets for arbitrary lev-
els u € R. Recall that the latter are the area [15,16], (half) the bound-
ary length, and the Euler—Poincaré characteristic [4] of the excursion regions
Au(fe) = {z € $? : fo(x) > u}. See Remark 1.2 for an overview.



278 D. Marinucci, M. Rossi Ann. Henri Poincaré

To this aim, let us first recall that (see [23,28]), for u € R and ¢ € N*|

E[Li(u)] = 277\/§e_“2/2, (1.7)

and, for u # 0, as { — o0,
2 2
Var (Lo(u)) = %u‘le*u (1 + o(1)). (1.8)

Note that for a fixed u # 0 and in the regime ¢ — oo, the variance of Ly(u) is
much larger than in the case u = 0. Let us now consider the random variable
(recall that Hy(t) = t? — 1 is the second Hermite polynomial)

De(u) ::i\/gu%_“z/2 /s2 Hy(fo()) dz. (1.9)

Note that E[L¢(u)] = 0; also, from (1.9) we easily find (cf. (1.8))

Ao a2

Var(Dy(u)) = 72 e " (1.10)

T u
2041
let us now consider, for u # 0, the standardized level set length, i.e.
_ Lo(u) —E[Le(u))

Var(L(u))

. It was shown in [23] that, for u # 0, as

Lo(u) :

and analogously Dy(u) := %
{ — +o0,
E[|Le(u) — E[Le(u)] — De(uw)?] = 0(f) =  Lo(u) = De(u) + op(1). (1.11)

In Sect. 2, we will interpret the results recalled in Sects. 1.1.1 and 1.1.2 for
nodal and nonzero level sets lengths, respectively, in terms of so-called chaotic
components.

Remark 1.2. (i) Let us stress now that one of the main differences w.r.t. the
nodal case (1.6) is that, as argued in [4], thanks to (1.11) the boundary length
is asymptotically (as ¢ — 400) perfectly correlated (meaning that the squared
correlation coefficients p(-,-) converge to one) with other geometric function-
als, such as the area [15,16] and the Euler—Poincaré characteristic [4] for the
excursion regions A, (fi) = {x € S§? : fo(x) > u}; likewise, perfect correlation
holds between these functionals and the number of critical points [5] for fe(x)
in the same excursion region, for any non-zero threshold u # 0. In other words,
at high values of ¢, knowledge of any of these quantities for a given sample
yields the full information on the behaviour of all the others for the same sam-
ple, up to asymptotically negligible terms. (ii) From (1.9), it is convenient to
note that

| ae@)ds = [ (73) =1 = 1l = 4w = 1elfaeny —E [0 Eaen ] s
moreover, a simple application of Parseval’s identity yields

4 £
Z ‘agm|2 = 47TC¢ s
m=—/{

2 —
1 fellz2e2) = 577
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where Cy := (20 +1)~* anz_é |agm|? is usually denoted the sample power
spectrum. Roughly speaking, the boundary length is asymptotically propor-
tional to the (random) square norm of the eigenfunctions: from this point of
view, it is more natural to expect that it should not play a role in the behaviour

of nodal lines, which are clearly invariant to scaling factors.

Note that (ii) in Remarks 1.2 and (1.11) immediately give a CLT for the
normalized boundary length.

1.2. Main Result

The main result in this paper is the characterization of the correlation struc-
ture between the lengths of the nodal and nonzero level sets. To do so, it
is important to recall the standard distinction between the classical correla-
tion coefficient between two (finite-variance) random variables X, Y, which of
course is given by

Cov (X,Y)
Var(X)Var(Y)

p(X,)Y) = €[-1,1), Cov(X,Y)=E[XY]-E[X]E[Y],

and the Partial Correlation Coefficient (conditional on the finite variance ran-
dom variable Z), i.e.
pZ(X7Y) = p(X*,Y*), (1'12)

where X*, Y™ are the “residuals” after projecting X,Y on the “explanatory
variable” Z, i.e. for a finite variance random variable W

Cov (W, Z)
- Var(2)
As well known, pz(X,Y) admits a standard interpretation as a measure of
the (linear) dependence between X and Y, after we got rid of the common
components depending on Z. Our main result is obtained by taking X,Y to
be the boundary lengths at different levels and Z = ||fg||32(82) = 47 Cy to be
the random L?-norm of the eigenfunctions fi:

W* = (W — E[W]) (Z —E[Z]). (1.13)

Theorem 1.3. As ¢ — oo, for all uy # 0
. _ 1, Zf u9 7é 0,
eli)lgop(‘cé(ul)aﬁl(u2)) - {0’ ZfUQ =0; (114)
on the other hand,
eli)rgopufk”:b(g% (Lo(ur), Lo(ug)) =1, Yuj,us € R. (1.15)

Let us briefly explain the main ideas behind the proof of Theorem 1.3 (for
further details see Sect. 2). First, we can interpret (1.6) and (1.11) as a Taylor-
type expansion in L?(IP) up to the order 4 and 2, respectively, of £:(0) and
Eg(u) for u # 0; Equation 1.14 comes from the latter once recalling orthogonal
properties [13, Remark 4.10] of Hermite polynomials (see Sect. 2.1). Removing
the effect on Ly(u) of the random L2-norm of the eigenfunction makes (1.11)
useless so we need a further term in the Taylor-type expansion of the boundary
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length (Propositions 2.3 and 2.4). It turns out that the leading term of the
residual Lg(u)* is “proportional” to the r.v. My in (1.5) entailing (1.15).

As an easy corollary of Theorem 1.3, we obtain the following joint weak
convergence results for the normalized boundary and nodal length. It suffices
to recall (1.6) and (1.11), the orthogonality of Wiener chaoses Sect. 2.1 and
joint convergence results in [22].

Corollary 1.4. As { — oo, for all u # 0
(Zo(w). £6(0)) —a (21, 22)

where (Z1,Zs) denotes a bivariate vector of standard, independent Gaussian
variables.

Corollary 1.4 states that the limiting distribution of the nodal and bound-
ary length (at non-zero level) is independent, in the limit for higher and higher
eigenvalues. As motivated above, this result is substantially spurious, as it de-
pends crucially on the dominant role played in the boundary length behaviour
by the random norm of the eigenfunction. Taking the effect into account, the
landscape changes entirely; indeed, consider the “regression residual”

~ Cov (Le(w),Co) (A

Ly, () = Lo(u) — E[Le(w)] N (cg - E[Cg]) . (1.16)
which we again normalize by taking
~ L, e (u)
Lye,(u) = e .
Var (Cfléz (u))

We have then the next, fully degenerate, convergence result.

Corollary 1.5. As { — oo, for allu € R
(Lo, (£, (0)) —a (2.2)

where Z denotes a standard Gaussian variable.

In short, boundary (nonzero level) and nodal length are asymptotically
independent, meaning also that the nodal length carries no information on
other functionals such as the excursion area, the Euler—Poincaré characteristic
or the number of critical points above a given threshold (see Remark 1.2).
This result, however, must be interpreted with great care: it is due to the
dominant role played by the sample norm in the behaviour of excursion sets.
When this effect is properly subtracted, the behaviour of length fluctuations
at any level is fully explained by the nodal length, in the high-energy limit,
and the joint distributions are completely degenerate. Thus, indeed the nodal
lengths are asymptotically sufficient (in the high-energy limit) to characterize
the measure of the boundary at any threshold level, provided that the effect
of random fluctuations in the norm is properly taken into account. We refer
to [10] for some numerical evidence on these and related issues.
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We also note that the driving rationale behind these results is the “long-
range” behaviour of the covariance function (1.2), as derived from Hilb’s
asymptotics. We hence conjecture that similar results will hold for other models
with similar covariance structure; for instance, we expect (partial) correlation
to be asymptotically full between level curves of the Berry’s’ random wave
model considered e.g. in [21,27]. Likewise, we expect very similar or analogous
results to hold when considering random linear finite combinations of harmon-
ics in neighbouring eigenspaces; this would correspond to a “high frequency”
perturbation of the covariance function, with no impact on the asymptotic
results.

2. Outline of the Paper and Proof of the Main Result

The main ingredient behind our proofs is a neat series representation (chaotic
decomposition) of the length and a consequent careful investigation of its
chaotic components. In particular, as briefly anticipated, the results recalled
in Sects. 1.1.1 and 1.1.2 can be interpreted in terms of Wiener-It6 theory. Let
us first recall the notion of Wiener chaos, restricting ourselves to our specific
setting on the sphere (see [20, §2.2] and the references therein for a complete
discussion).

2.1. Wiener Chaos

Let us consider the sequence { Hy }ren of Hermite polynomials on R; these are
defined as follows: Hy = 1 and

k
Hi(t) = (1)o7 () Srolt), kel

where ¢(t) := (v/2m) ! exp(—t?/2) denotes the standard Gaussian density on
R. The family

H := {(k!)~Y2Hy, k € N}

is a complete orthonormal system in the space of functions L?(R,B(R),
@(t)dt) =: L*(¢). Recall from Sect. 1.1 that the random variables {as,, m =
—{,..., 0,0 € N*} are defined on the probability space (2, F,P). Bearing
in mind (1.1) and Remark 1.1, we define the space X to be the closure in
L3(P) := L?(Q2, F,P) of all real finite linear combinations of random variables
¢ of the form & = ray for some r € R and £ € N* or for m # 0 and some
{e N*

E=zapm+Z(—1)"ap,—m, z€C,

thus X is a real centred Gaussian Hilbert (closed) subspace of L?(P). Note that
the same space is generated also by the basis elements {as 0, R(ae,m),Z(ae,m),
m = —4,...,0,f € N*}. Let ¢ > 0 be an integer; we define the gth Wiener
chaos C, associated with X as the closure in L?(PP) of all real finite linear
combinations of random variables of the type

le (51) : Hp2 (52) e Hpk (gk)a k 2 ]-7
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where p1,...,pr € N are such that p; + -+ pr = ¢, and (&1,...,&k) is a
standard real Gaussian vector extracted from X’; more explicitly the variables
&, 1 =1,....k are independent Gaussian with unit variance and zero mean.
Note that, in particular, Cy = R.

The orthonormality and completeness of H in L?(¢), together with a
standard monotone class argument [20, Theorem 2.2.4] imply that C, L C,, in
L?(P) for every q # m, and

L*(Q,0(X),P) = écq,

q=0

that is, every square integrable real-valued functional F' of X can be (uniquely)
represented as a series, converging in L?(P), of the form

(o]
F=Y projlFlg], (2.1)
q=0
where  proj[F|q] = proj(F'|C,) stands for the projection of

F onto Cy (proj[F|0] = proj(F|Cy) = E[F] since Cp = R). From now on,
we assume that F = o(X), in particular, L*(Q, o(X),P) = L*(P).

2.2. Chaotic Expansions for Lengths

The perimeter of the boundary of excursion sets on the sphere can be (formally)
written as

Lo(u) = /52 Su(fe()IV fo(2)| dx (2.2)

where ¢, denotes the Dirac mass in u, V fp the gradient field and || - || the
Euclidean norm in R2. Indeed, let us consider the s-approximating random
variable (g > 0)

1

| tomeara(@) IV (o)) da.

where 1j,_. 1< denotes the indicator function of the interval [u—e,u+¢]. We
have the following result whose proof is similar to the one given in the nodal
case (for details see [19, Appendix B]), and hence omitted.

Lemma 2.1. For u € R,

length(f; " (u)),

lim £7(u)
(cf. (1.3)) both a.s. and in L*(P).

Lemma 2.1 justifies (2.2). By a differentiation of (1.1) of fy, it is easy to
see that the random eigenfunctions f, and the components of V f,, viewed as

collections of Gaussian random variables indexed by x € S2%, are all lying in
X; hence L5(u), Lo(u) € L2(Q,0(X),P).



Vol. 22 (2021)  On the Correlation Between Nodal and Nonzero 283

From the chaotic expansion of £5(u), it is easy to obtain those of Ly(u)
by letting € go to zero. In order to recall the chaotic expansion (2.1)

+o0
i(u) = proj[Li(u)lq] (2.3)

for £5(u), let us first write

i L0+1)
2e 2

Li(u) = [ o ara @IV do, (24)

where V is the normalized gradient, i.e. V := V/ @. (The variance of each

component of V fy(x) is £(¢ + 1)/2.) Note that for each z € S?, the random
variables f¢(x),V fi(x) are independent, and the components of V fo(x) are
independent as well.

In [23, Proposition 7.2.2]—see [18,19] for the nodal case—the terms of
the series on the r.h.s. of (2.3) are explicitly given. Let us introduce now
two sequences of real numbers {5 (u)}; 25 and {agnvgm}z’ﬁzo corresponding
to the chaotic coefficients of the indicator function 1p,_. ,4.(-)/(2¢) and the
Euclidean norm, respectively: for k =0,1,2,...,

/ Hy(H)0(t) dt <=3 ¢(u) Hy (u) = By (u), (25)

where ¢ still denotes the standard Gaussian density, while for n,m =0,1,2,...

/T (@2n)!2m)! 1 1
Q2n 2m = \/; lml 2n+mpn+m 1 y (26)

pn denoting the swinging factorial coefficient
AN <N> (2 +1)!
§=0

Note that, if © = 0, the coefficient 85(0) = 0 (and hence (34 (0) = 0) whenever
k is odd.

Proposition 2.2. The chaotic expansion (2.1) of the approzimate length is

€+1 2,265 (u
ZPTOjﬁe Vgl = Z ) 24,2635 ()

2a-+2b+c= ( a)!(2b)!c!

x /S 2 Hcm(x)>H2a(51;1fo))sz(aQ;zfe(x)) d

where we use spherical coordinates (colatitude 0, longitude ¢) and for x =
(0s, pz) we are using the notation

Brw = (e<e+1)/2)—1/2‘%  Bae = (o4 1)) 2. L0

0=0, sin 6 8<p 0—=0.

’
z:Pr=Pa
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and the chaotic coefficients are as in (2.5) and (2.6). By letting ¢ — 0, we find

+oo o)
Lo(u) = proflLo(u)lg) = \/W 3 a2a.20c (1)

| 1!
= rassh ey (2a)!(20)!¢!

X /S2 He(fo(w))Hoa (D10 fo(@)) Hap (Do fo()) do,

(2.8)
where the convergence of the above series is in L*(IP).

Equations 2.7 and 2.8 are in some sense the major formulae of the article;
all further proofs are obtained by estimating the various terms in this formulae.
The proof of Proposition 2.2 is analogous to the one given in the nodal case
(see [19, §2] and [23, Proposition 7.2.2]) and hence omitted; in short, Eq. 2.7
follows from the evaluation of the projection coefficients for any level u € R,
whereas in the previous references the computation was only considered for
u = 0; Eq. 2.8 follows from Eq. 2.7 and Lemma 2.1.

Recall now from Sect. 1.1 that A\, = £(¢+1). As it will be clearer later, it
suffices to deal with the first few terms of the series in (2.8). For every u € R,
from (2.8), (2.6) and (2.5)

prod(C]0] = |/ Yavot) [ ot da =% [To - am = Bl2 )]

(2.9)
cf. (1.7),

projlLe(u)[1] = 0 (2.10)

since spherical harmonics have zero mean on the sphere, and thanks to Green
formula (see [25, §4] )

projlLs(u)l2] = @@u2¢<u>; | mtanar. @

that is, Dg(u) (cf. (1.9)); notice that the right-hand side of (2.11) is identically
equal to zero if and only if v = 0 (see also [19]). Obviously, if u = 0, the term
proj[L¢(0)|q] vanishes whenever ¢ is odd.

We are in a position to make some more comments, comparing results
recalled in Sects. 1.1.1 and 1.1.2, and the theory of chaotic decompositions
exploited above: the leading term in the L?(P)-expansion of the boundary
length around its expected value is provided by its orthogonal projection on
the second-order Wiener chaos (2.11), rather than the fourth as in the nodal
case (see (1.5) and (1.6), and compare with Proposition 2.4); the asymptotic
variance of the second chaos is of order ¢, as opposed to log /¢ for the fourth-
order chaos (see e.g. [16,19]), and hence, the variance of nonzero level curves
is larger than in the nodal case (the Berry’s cancellation phenomenon, see
[28]). Similar to the nodal length case (1.5), the projection (2.11) takes a very
simple form, as the integral depends only on the (second power of the) random
eigenfunction and not on its gradient.
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2.3. Proof of the Main Result

In this paper, we complete the characterization of the chaos expansion for the
boundary length of excursion sets, and indeed, we show the following results
which are of independent interest.

Proposition 2.3. For all u € R, as { — oo
2

= T 3
Var (Z proj[ﬁg(u)|q]> = Z(b(u)2 (H4(u) + 2Hs(u) — 2) log/+ O(1).
q=3

Of course, the component in the series is orthogonal by construction, so
the variance is just the sum of their variances; for u = 0, from Propositions 2.2
and 2.3, it gives an alternative proof for (1.4). Moreover we get, for u # 0,

A
_ 2
Var(Le(u)) =7 1

(cf. (1.8)). Let us set for notational simplicity

M(u) = \/?\/fgm)j! /S H(fu(e)dr.

G(u) = o) Halw) + 212000 - 3 ).

so that M,(0) = M, in (1.5). As remarked earlier, the asymptotic variance of
Js2 Ha(fe(x))dz is known (see [16], Lemma 3.2); indeed, we have

ule™ + Or—100(logt) (2.12)

where

2 log ¢ 1
E [ H4(f£($))dx] = 576>~ +0 (52> ’
SQ

and it is hence easy to show that, as { — 400,

Var (My(u)) = %g(u)QlogE—i—O(l). (2.13)

Proposition 2.4. For all u € R, as { — oo,

“+oo
p (Z pmj[ﬁe(u)kl]va(u)) =1vo (@)

Note that Proposition 2.4 generalizes results in [19], moreover implies
that -
Cov (proj[Le(u)]4], Me(u)) ~ Zg(u)2 log ¢. (2.14)

Here we are also exploiting the fact that the terms proj[L,(u)|q] for ¢ # 4 are
orthogonal to M(u), which is an element of the fourth-order chaos. Applying
Cauchy—Schwartz inequality to the Lh.s. of (2.14), thanks to orthogonality of
Wiener chaoses Sect. 2.1, Propositions 2.3, (2.13) and (2.14), we have that, as
! — 400,

Var (proj[Le(u)|4]) ~ %g(uf log ¢, (2.15)
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so the contribution of the variance of proj[Ls(u)|3] +Zq+:°§ proj[Le(w)|q] is neg-
ligible with respect to Var (proj[Ls(u)|4]), and moreover, we get the following.

Corollary 2.5. For allu € R, as { —
1

p ( projlLe(u)|4], Me(u)) =1+ O (k)g‘é) .

The proofs of Propositions 2.3 and 2.4 are technical and will be given in

the next sections. We are now ready to prove our main result.

Proof of Theorem 1.3. Let us consider ui,us € R; recall that
Cov (Ly(ur), Lo(u
p(Lo(ur), Lofun) = —oo ol Eeua))_
v/ Var(L,(uq))Var(Le(uz))
Assume first that u; - ug # 0, thanks to Propositions 2.2 and 2.3

+o0o
Lo(ui) = E[Ce(u)] = proj[Ce(ui)|2] + Y proj[Le(ui)lg] = De(us) + Re(us),

q=3

(2.16)
where Var(R¢(u;)) = O(log¥), as £ — +oo. We have
Cov (De(u1) + Re(u1), De(uz) + Re(ug))
pLelu), Le(uz)) = /Var(Le(u1))Var(Le(w2))
_ Cov (De(u1), De(ug))
v/ Var(L,(uq))Var(Le(uz))
Cov (Dy(u1), Re(uz)) + Cov (Dy(ug), Re(ur))
v/ Var(L(uy))Var(Le(uz))
Cov (Re(u1), Re(u2))
V/Var(Ly(uy))Var (L (uz))
Let us bear in mind also (1.10), (2.12) and (2.16). Thanks to Cauchy—Schwartz
inequality applied to the last two terms on the r.h.s. of (2.17), we find, as
! — 400,
|Cov (Dy(ur), Re(uz)) + Cov (De(uz), Re(w))| _ ( 1ge>
\/Var(ﬁg(ul))\/ar(ﬁg(u2)) Y4 ’
|Cov (Re(u1), Re(u2))| log ¢
JVar(Le(ur))Var(Le(uz)) © (7) '

(2.17)

(2.18)
For the first term on the r.h.s. of (2.17), we have

Cov (Dy(u1), De(us)) 1 20+1

\/Var(ﬁg(ul))\/ar([,z(uﬁ) - (47.‘.)2 5 Var< . HQ(f[(I))dI)

2 e 2,2, —u’/2 —u2/2

8 \/Var(ﬁg(ul))\/ar(ﬁg(ug))

™
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1 26—1—1 )
= G =T 8 2/ Pyt

2_ XN
2041

\/Var Lo(ur))Var(Le(uz))

2 Ao 2 —u /2 —u /2
22+1U1U € 1 2

= /Var(Le(u)Var(Le(uz))

I
=1+0¢- 1 (C)fg) ; (2.19)

where we used (1.9), (2.12) and standard properties of Legendre and Hermite
polynomials. Now plugging (2.18) and (2.19) into (2.17), we get what we were
looking for i.e. as £ — +o0,

T uluQe_“ /Qe—u2/2

™

p(Lo(ur), Lo(up)) =1+ O ( 10513> . (2.20)

For the nodal length we have, from (1.6) (see also Proposition 2.2 and Corollary
2.5)

“+o0
L4(0) = E[L¢(0)] = proj[Le(0)4] + Y _ proj[Le(0)[2q) = M + &, (2:21)
q=3
where My is as in (1.5) and Var(&;) = O(1) as £ — +o00. Repeating the same
argument as for the proof of (2.20), from (2.21) and (2.16) we have, for u; # 0
and as £ — +o0,

1
L Le(0)=0| —— |,
ples(un), £10) = 0 (=)
which together with (2.20) gives (1.14).
Recall now (1.12) and (1.13), here Z = Hng%z(Sz). From Propositions 2.2,
(2.11), (1.9) and Remark 1.2, we have, for every u € R and as { — +o0,

+oo
u)* = proj[Le(u)lql. (2.22)
q=3

Analogously to the proof of (2.20), from Propositions 2.3 and 2.4 we have, for
Uy, Uz € R,

1
p|\f€”i2(§2)(Ee(ul)’ﬁé(lm)) =1+0 (\/@>

which proves (1.15). The proof of Theorem 1.3 is hence complete. 0

2.4. Discussion

It can be instructive to compare the results in this paper with other recent
characterizations which have been given for the asymptotic distribution for the
nodal length of random eigenfunctions in the non-spherical case. We recall first
that a (non-universal) non-central limit theorem for arithmetic random waves,
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i.e. Gaussian Laplacian eigenfunctions on the standard two-dimensional flat
torus T? := R?/Z?, was established in [18]. To obtain this result, analogously
to our discussion above the nodal length was decomposed into chaotic compo-
nents (see Sect. 2.2). The expansion of nodal length in the toroidal and spheri-
cal cases has both analogies and important differences. In both cases, the term
corresponding to ¢ = 2 disappears at u = 0, thus entailing that the variance
becomes of lower order (the so-called Berry’s cancellation phenomenon). Like-
wise, in both cases the nodal length is dominated by the fourth-order chaos:
however, it is only in the spherical case that the fourth-order term admits an
expression depending on the field only (and not on the gradient components).
Because of this, we do not expect that taking into account the random norm
behaviour will be enough to establish full correlation between nodal length
and boundary curves (it could be the case that a degeneracy occurs when a
sufficient number of different levels is considered).

Similar cancellation phenomena occur for other geometric functionals,
including the excursion area and the Defect ([15-17,24], which cover any di-
mension d > 2), the Euler—Poincaré characteristic [4] and the zeros of complex
arithmetic random waves [8]; quantitative central limit theorems have been
given on the sphere in [4,15-17] for many of these statistics, in the high-energy
limit where ¢ — oo. On the torus, the asymptotic behaviour has been shown
to be more complicated, because it is non-Gaussian and differs across different
subsequences as the eigenvalue diverges (see [8,18]).

3. Proof of Proposition 2.3

Let us bear in mind Proposition 2.2. For ¢ > 0, q # 2 we set

S P a2 05 (u) ~ _
\Ije (x7 q) - \/72a+;>cq WHC(fé(x))HQG'(81;zfé(m))H2b(82§mf‘€(m))7

A Q24,2 ﬁc(u) ~ ~
Wo(x;q) == \/g > qmm(ﬁ(l’))fba(31;xfz(9«“))H2b(32;wfe(96))~

2a+2b+c=

(3.1)

These two functions can be viewed as the gth order component in the integrand
of the chaos expansion given in the proposition; they are both polynomial
functions in fy and its first-order derivatives, and they depend on the parameter
u (although we do not take this into account to simplify our notation, this does
not affect the discussion to follow).

Concerning second chaotic components, thanks to Green’s formula (for
details see again [23,25]), we can write

L+ 1)

proj 5 (u)|2] = |/~

(;ﬁS(U)ao,O + ﬁS(U)aw) Hy(fe(x))dx
S2
(3.2)
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(note that proj[Le(u)|2] = De(u) in (1.9)). Let us hence set

wi(o:2) =y L5 (§50an + wasa ) Hatfite)
Uy(2;2) := é(ﬁ;— D (;ﬁz(u)ao,o + ﬁo(u)a2,0> Hy(fo(x)) (3.3)
and finally
+o00 too
= Z Wi (2;q), Wy(z) := Z (s q), (3.4)
q=0 q=0

where the second equality is just formal; by this we mean that the first series
converges in L?(P) for every fixed x, while the second does not. Before we
proceed, we need to introduce some more notation: let us fix Z = (0,0) to be
the “north pole” and y(#) = (0,0) to be points on the meridian where ¢ = 0.
We will split the proof of Proposition 2.3 into some lemmas.

Lemma 3.1. For C > 0 large enough
+o0 +oo  x/2
ar (Z pmj[ﬁe(uﬂq}) —o)+2-872 3 [ B[Wi(ia)Ve(w(0); o)) sin 0 b,
q=3 q=37C/t

where the constant involved in the O-notation does not depend on .
Let us deal with the terms of the series on the r.h.s. of (3.1).
Lemma 3.2. For C' > 0, we have
/2
/ E [, (7 3) U, (y(0):3)]sin 0 df — O(1),  asl— +oo.  (3.5)
cle
Lemma 3.3. For C > 0, we have

w/2
2.87r2/ B [W,(7;4) W, (y(0); 4)] sin 0 dh = Zg(u)zlogé
c/e

+0r—400(1). (3.6)
Lemma 3.4. For C > 0 large enough, we have

+oo
Z/ E[Wo(T;q) W (y(6); q)] sinf df = Op_, 4 oo (1). (3.7)

The proofs of Lemmas 3.2-3.4 are technical and will be given below;
the proof of Lemma 3.1 is postponed to Appendix 3.1. Let us now prove
Proposition 2.3.

Proof of Proposition 2.3. From (3.1), we have, thanks to Lemmas 3.2-3.4,
(Z proj[L¢(u |q) =2 8n? Z/ E [V (Z;9)Pe(y(0); q)] sin@db + O(1)

= Zg(u) log £ 4+ Op— 400 (1)

that immediately concludes the proof. O
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3.1. Moments of Legendre Polynomials

In order to prove Lemmas 3.2-3.4, we will need some estimates on moments
of Legendre polynomials and their derivatives. Let us bear in mind [19, (A1)-

(A6)].

Lemma 3.5. For any a,b, c,d nonnegative integers s.t. a+b+c+d > 3 and
C>0,asl— +oo, (L:=(+3)

2 b+5+d /2 ) , /
- P, 9P 0 P 0) sin 0)°
<€(€ + 1)) /e % (cos 0)* Py (cos 6)” (Py(cosb) sin 6)

% (Py(cos ) cos  — P@” (cos ) sin® 6)? sin 6 dO

\/? a+b+c+d 2b+%+d Ln)2 1 a+3b+c+d—2
“\Vr [ etsetd /c \/sin/L

sin®" (¢ + 7/4) sin” T (v — 7/4) dip + O (%) . (3.8)

Proof. The proof relies on a precise asymptotic analysis of Legendre polyno-
mials and their derivatives. From [28, Lemma B.3] (see also [6, §5.3]), we have,
uniformly for C < ¢ < Lw/2 (L :=£+1/2),

Py(cosyp/L) = in(y 4+ w/4) + O(1/4))

Pj(costp/L) = \[

(Lsin(yp —w/4) + O(1))

2

Py (cosp/L) = W Py(cos /L) + ngw/LPé(COSﬂJ/L)+O(£3/¢5/2)-
(3.9)
Some manipulations of (3.9) give (also recalling that ¢ = O(L))
2 1 ,
Py(cosy/L) = \/;\/W (sin(yp + 7 /4) + O(1/4))
2 2 1 .
W+ )P ¢ (cosp/L) = FW (sin(y — w/4) + O(1/4))

\/EP[(COS Y/L)siny/L = f[m (sin(y — 7/4) + O(1/%))

2 1
e(£+1)(P,(cosw/L)cosw/L P/ (costp/L)sin® /L) = \/;\/W
(sinw +7/4) +0(1/%)).

(3.10)

Now plugging (3.10) into the Lh.s. of (3.8), using that for positive integer j
(sin(y £ 7/4) + O(1/w))’ = sind (b £ 7/4) + O(1/),
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we get

2 b+5+d /2 , b
— P, 0)*P, 0
(Z(£+ 1)) /C/e v (cos 0) Py (cos 0)

(P;(cos 8) sin §)°(P;(cos #) cos 6 — Pe” (cos 0) sin® 0)? sin 6 6

a-+b+c+d L /2 a+3b+c+d
= \/2 2b+§+dl / 1
™ L Jo Vesiny/L
x (sin‘”’d(d) + /4 sin’t (o — 7w/4) + O(1 /w)) sint/L dy

\/5 a+b+c+d 2b+%+d L2 1 a+3b+c+d—2
= ; L1+a+3b2+c+d /C %sin w/L

sin®* (¢ 4 7w/4) sin® e (p — 7 /4) dyp

+O i /L‘Ir/? l ,1,+3b2+c+d dw
L? J- P

which gives (3.8), the integral in the latter error term being convergent (recall
in particular that a + b+ c¢+d > 3). O

We are now ready to state and prove the results we need for Lemmas 3.2
and 3.3.

Lemma 3.6. For any C > 0,
oe+1) (/2

Py(cos0)3sinf df = Oy, 1 oo (1);
2 /e

/2
/ Py(cos 0) (P} (cos 0) sin )2 sinf df = Oy_, 1 o0 (1);
c/e

/2 .

2 / Py(cos 0)(P)(cos 0) cos § — P, (cos0)sin? 0)2sin 6 df = Oy_, 4 o0 (1);
LE+1) Joye

2 /2 "
— / (P} (cos 0) sin 8)2 (P} (cos 8) cos 8 — P, (cos8) sin® ) sinf df = Op_, 1 oo (1);
Qe+1) Jose

2 /WP( 8)(P}(cos 0))2 sin 0 db = Oy + oo (1) (3.11)
— cos cos sin = Oy 100(1). .
(e+1) oy ‘ o

Proof. Lemma 3.5 entails that the asymptotic behaviour of the first four inte-
grals (note the multiplicative factor ¢(¢ 4+ 1)/2) on the Lh.s. of (3.11) is given
by (up to constants)

1 Ln/2 1

VL Jo \/siny /L

where a, ¢, d € {0,1,2} and a+c+d = 3. It remains to prove that, as £ — +o0,

sin® (¢ + 7/4) sin®(¢p — w/4) dep + O (1),

1 L7I'/2 1

VLJe  \/sinu/L

This follows by integration by parts with the bounded function

¥
f) = / sin®(z + 7/4) sin®(x — 7/4) d;

0

sin®*4(p + 7/4) sin®(¢p — w/4)dyp = O(1).  (3.12)
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indeed, for the Lh.s. of (3.12), as £ — +o0,
1 L7 /2 1

VL Jo \/siny/L
L[ _f)

VL V/sing/L

sin®* (¢ 4+ 7/4) sin®(¢ — 7/4) d

cosw/L

de

L7r/2 /L7T/2
\/Sln?’ w/L

Ln/2
—0(1)+0 (/c d}gl/Q) —on)

establishing (3.12). The last integral of (3.11) is simpler, actually by Lemma
3.5

2 /2
LL+1) Joye

2\*? 2 Lm/2 1 0 2

Lx/2
:o</c 7 d¢>+0(1)20(1).

The proof of Lemma 3.6 is hence complete. O

Py(cos 0)(P}(cos 8))?sin 6 do

Lemma 3.7. For any C' > 0, as { — +00

/2 4 3logt 1
/ Py(cos0)*sinfdf = — = 08 +O<f>;

c/e T2 8 g2 2
/2 2
Py(cos 0)> ——— (P} (cos 6)
/C/[ e+1) "
1 log¥ 1
sin6)° sin 0 df = — ; +o(72);

/2 "
P} (cos)——————(P,(cos ) cos § — P, 9) sin” 0)° sin 0
‘/c/z ", (cos )52(4—5—1)2( >, (cos 0) cos >y (cos 6) sin” 6)° sin

16 3 log ¥ 1
df = —— Ol —=];
wee to(s)
/2
Py(cos ) ———
/C/l 0(cos0) 1)z
16 1 log ¢ 1
= — — Ol — 5
= +o(s)

T/ 4 16 3 log ¢ 1
/ —— P, (cos 6)*sin®0do = — = o8& + 0 <7> ;
cre E+1)? 728 £2 Iz

(P, (cos 0) sin 0)® (P, (cos @) cos 6 — PZ (cos 0) sin® 0) sin 0 df

/2 8 ”
/c/z m (P, (cos 0) sin 6)? (P, (cos 8) cos § — P, (cos 8) sin” 6)2

32 1logt 1
sin 6 df = =3 e + O <Z—2>,

w/2 24 , " o4 4.2% 3log? 1
./C/Z W(PZ(COSG)COSG—PZ (cos @) sin” 0)" sin6 df = ?geT-i-O(ﬁ),

rr /2 4 1
P} (cos0)————P, 92'9d0:0<—);
/C/Z ), (cos )g2 @1 1)z ), (cos )~ sin 2
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/2 2
/ — = (P,(cos ) sin 6)2

1
P 0)%sin0dd =0 [ — );
e WO+ D) % (cos )7 sin <£2),

4
2(0+1)2

/2 4 , I e
/C/[ W(PE (cos ) cos @ — P, (cos 0) sin” 0)

4 , . )
mﬂ(cos 0)2 sinf dfd = O <72> .
/2 24 , . .
/C/z W(PZ (cos 9))4 sinf df = O (ﬁ) ) (3'13)

Proof. In order to investigate the first seven integrals on the Lh.s. of (3.13),
we need to work with integrals of the type (cf. Lemma 3.5)

2\ os+d L2 1 S
<\/;> i /c (m) sin® (v + 7 /4) sin(v — 7 /4) dy),

where a,¢,d, € {0,1,2} and a+c+d = 4, a and d have same parity (0 is even).
We have

7\ " g5+ Lm/2 1 2.ad e
() 5L ) e

_ A 2st P sin(y 4 /4 sin(y — 7/4) !
e /C ~ dz/;+O<L2>.

(3.14)
There are three possibilities:

/LW/2 sin? (¢ + 7/4) = /LW/2 4sin 2 — cos 4 + 3

dyp = glogf—&- 0(1)

c (U c 81
Lm/2 sin? (1 4+ 7/4) sin?(yp — 7/4) Lm/2 cosdap 4+ 1 1
/ dw:/ ———v=—logl+ O(1)
Jo P Jo 8y 8
Lm/2 gind (¢ — 7 /4) Lm/2 _4gin 2¢) — cos4ap + 3 3
T T e = dy = —logl+ O(1).
/c " P /c 8% = g logt+0(1)

(3.15)

Plugging (3.15) into (3.14), we prove the first seven equality in (3.13). Con-
cerning the last four integrals, it is simpler to deal with them and the argument
is basically the same as the one used in the proof of the last equality in (3.11).

O

3.2. Proofs of Lemmas 3.2 and 3.3
Proof of Lemma 8.2. From (3.1) with ¢ = 3, we have

£0L ;' 1) E[(ao,0£3(u)

B[, (z;3) ¥, (y(0); 3)] = Hs(fe())

S0P p (o (@) (Ha(Brio o)) + (B o)

y (%f(“)

a2,061(w)
2!

+
Hs(fe(y(6)))

+ Hi(Fo(y(0))(H2(B1,2 fe(y(0))) + Hz (820 fe(y(0)))) ).
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A standard application of the Diagram Formula [13, Proposition 4.15] and [19,
(A1)-(AG)]
E[W(@;3)We(y(0); 3)]
_L(e+1)

5 (a1 (1) Py(cos 0)® + aa(u)Py(cos 0) ﬁ (P}(cos 0) sin 6)*
+az(u) W%DQPZ(COS 0) (P} (cos ) cos§ — P, (cos ) sin? §)?
+aq(u) ﬁ (P}(cos 8) sin 0)(P}(cos 8) cos § — P, (cos ) sin® )
+as (1) Py(cos 9)%(3(% 0)°). (3.16)
where a;(w), i = 1,2,...,5 are constants depending on u (we do not need to

compute them explicitly). It remains to prove that, as £ — +oo,

/2
/ E [0, (7:3)W,(y(0);3)] = O(1)
o/t

that immediately follows plugging (3.11) in (3.16). O

To prove Lemma 3.3, we need to recall the following identities (coming
from (2.6) and (2.5)):

@004 (u \f\ﬁ ( )(u —6u?+3) = %exp(—u—22>(u4—6u2+3),
amir() = 3\ [F e (-2 ) 07 -1 = fow (-2 ) 2 - 1),

4060 (u \/7\/5 ( ?> = —1% exp (—u;) . (3.17)

Proof of Lemma 8.3. From (3.1) with ¢ = 4, we have

A B )
02002 1 2)) (Ha B o 3) + Ha (B fo(3))
-‘r%;'(U)Hz(51;zf£(§))H2(52?Ife(f))
+M(H4(81 2 fe(@)) + Hi(D210 £0(2)) )

(2200 oo
020020 b, (3(0))) (Ha (B e 0(0)) + (B o (0(6)))
+%20'(U)H2(51;mfz(§(9)))H2(gz;mfe(g(o)))

Bo(u)aa,o

+ PSS (Hy (Do fo(9(9))) + Ha (B few(®))) ] (3.18)
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Thanks again to Diagram Formula [13, Proposition 4.15], [19, (A1)-(A6)], and,
in particular, recalling [28, (108), Appendix A], we get

B0 ) ey(0): 0] = 522 ) oo’

~a,Ba(u) az,02(w)
4! 212!

4—(aagi#“))2(4Ff&ns$

+2 4P (cos 6) (P/(cos 0) sin 6)*

2
(C+1)

4 "
W(Pé(cos 0) cos ) — P, (cosf)sin® 0)?

—16Py(cos 0) (P}(cos 0) sin 0)*(P}(cos 0) cos 6 — P, (cos ) sin” )

4
ZIESIE
+4L (Pj(cos ) sin 9)4)
2e+1)20 "
Bo(u)aug Ba(u)ogo T
4! i R+
PBo(u)aso B2(u)aszo Al 8
4! 2121 B0+ 1)3
% (Py(cos B) cos § — P, (cos §) sin? )?

+2

5 (Py(cos )" sin* 0)

+2- (P}(cos 0) sin 6)?

i Bo(u)aao ’ 41 2! (P}(cosB) cos 6 — P, (cos ) sin? 0)4
Al S ‘

a2,00(w) ’ 2 4

+ ( 2091 > 4 - P;(cosf) EESE
a2,002(u) a2 260 () 2 ) .

2 21921 2191 4 0+ (Py(cos @) sin )

P}(cos 0)?

4
mpé(cos 9)2

OQQﬂO(u) ’ 4 /(v . " O w2 N2
+< 2121 )4'EQ(H1)2(1%(‘30““‘9)“’59‘PZ (cos 0) sin” 0)

4 , 2 ﬂo(u)a@ 24
xip(é_’_l)QPé(cosé)) +< 1 > 4'64(€+1)

Plugging (3.13) and (3.17) into (3.19) we get, as £ — +o0,

—(P}(cos 9))4]. (3.19)

m/2
5. 87T2/ B [W,(7: 4)0 (y(6); )] 50 06 = TG(u)? log 0 + O(1)
ce

that allows to conclude the proof. O

3.3. Proof of Lemma 3.4

This part is inspired by the proof of Lemma 3.5 in [8]. We will need the
following estimate that is easy to check once recalling (3.10). As £ — 400

2 TI'/2

Lbtetd
a| p/ b
o max (E(E—i—l)) /C/Z | Ps(cos 0)|*| Py(cos §)]
a+b+ct+d=>5

x| P}(cos 0) cos 6 — P, (cos ) sin? 0]°| P} (cos 0) sin 6|% sin 6 d¢
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Lr/2
=0 <L12 / w3/2bdw> =0 (;2) . (3.20)

Proof of Lemma 3.4. This proof is similar to that of Lemma 3.1 in Appendix,
for further details see the proof therein. For any C' > 0,

/2
| B @i alsinoa
c/e

_ f(e + 1) A2q 2bﬁc(u 24/ 20/ ﬁc’ (u)
N ‘ 2a+§i—c=q 2a’+2%;-c/= ( ) (Qb)'C' ( )'(Qb/)'(d)'

1 /2 3 _ - N -
XL/C/Z E[Hc(fl(x))HZ‘l(81§93ff(x))H%(aQ;xfz(x))

><Hc'(fe(y(e)))H2a(51;xfe(3/(9)))H2b(52;xfe(y(9)))} Sin9d9'
<t +1) Z Z 2a,260:(u) | | v2ar 20 Ber (u)

Dt oo 20 8 i (2a)!(2b)le! | | (2a/)1(207)!()!

(2a,2b,c,2a’, 2V, )|,

(3.21)

V(2a,2b,¢,2d’, 2, ¢') being the sum of no more than ¢! terms of the form
9 Tmotmatma /2
(M) /C/Z Py(cos )™ (P)(cos 0) sin §)™?
x (P} (cos ) cos @ — P, (cos §) sin? )™ P}(cos 0)™ sin d, (3.22)
where mq,...,my4 > 0 and my + mg + ms + m4 = ¢q. Now for some 0 < § < 1

and C' large enough (see the proof of Lemma 3.1 in Appendix),

/2
‘/ E [ (T;9)Pe(y(0); q)] sin0 do
c/e

<L+ > >

2a+2b+c=q 2a’+2b’'+c'=q

2,268 (1) ‘ Qg 2p/ Ber ()
(2a)!(20)!e! | | (2a7)1(206")!1(H!

2 %m2+m3+m4 w/2
max —_— / | Py(cos 8)|™t
mi+-+ma=5 \ L({ + 1) c/e

xql(1 = §)4—5
x| P (cos 6) sin 02| P} (cos 6) cos O — PZ (cos 8) sin? §]™3 | P} (cos )™ sin 6 d6.

Therefore, we have

7\'/2
Z/ E [, (T;9)Pe(y(0);q)] sin0do

5 2 gmatmatmy | pLu/2
<LL+1)(1—-90)" oy A% <m> — | Pp(cos 0)]™1

LJc
x| Pj(cos ) sin 6|2 | P} (cos §) cos 6 — PZN (cos 8) sin? 9|3 | P} (cos 8)|™4 sin 6 df

+oo
x> q1=-8* Y
q=>5

2a+2b+c=q 2a’+2b'+c'=q

a?a,Zbﬂc (U)

(2a)!1(2b)!¢! (3.23)

' Ol2a/,2b’6c’ (u)

(2a")1(20')\ ()|
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The series on the r.h.s. of (3.23) being convergent, (3.20) applied in (3.23)
allows to conclude the proof. O

4. Proof of Proposition 2.4
Recall that L := ¢ + %, and set

rT—_ 3 30 SR [0 ) Ha ol L)

We will need the following key result (inspired by Proposition 3.1 in [19])
whose proof is in Appendix.

Lemma 4.1. For any C > 0, uniformly over ¢ we have, for 0 < ¢ < C,
Je(¥;4) = O(0), (4.1)
and, for C <y < L7,

0 4) = 1 30w? (Hitw) + 20 - 3)

8) siny/L
cos 4 sin 21
MRy Gy
1
o (7/)2 sin? %) ’ .

where a(u) and b(u) are two (explicit) constants that depend on w.

Lemma 4.2. We have

+oo
Cov (Z proj[ﬁg(u)|q],/\/lg(u)> =
q=3

Lm

Je(¥;4) sin %d@/}.

0

Proof. By continuity of the inner product in L? spaces, we have
+oo oo
. L o
Cov <z; PI‘OJ[ﬁz(U)Q]aME(U)> = lim Cov <z;)pr0.][£é(u)|q}7/\/l€(u)> _
q= -

Recall (3.4). Note that Y% W5 (-; ) and Hy(fo(-)) are both in L2(S? x Q) and
they are isotropic (as we will see just below, we need isotropy to pass from a
double integral over the sphere to an integral over the geodesic meridian), and
thus,

+o00 400
Cov (Zproj[ﬁi(u)q],MAu)) = Cov (Z/ U5 (z;q) d:c,MAu))
q=3 q=3 2

_ \/g\/jg(u)i!ﬂ«: VS? :zj::q/;(x;q) dz /82 H4(fz(y))dy]
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2 rowt [ [ iwzu;qwmy))
\/>\/7Q —><87r ﬂ
\f\fg —><87r WE[@2(?;4)H4(f4(y(0)))}siné)d&.

The integrand E [¥§(Z; 4)H4(fe(y(6)))] can be computed explicitly, and it is
easily seen to be absolutely bounded for fixed ¢, uniformly over ¢, see Lemma
4.1. Hence, by Lebesgue theorem we may exchange the limit and the integral,
and we have that

+oo
(ZPYOJ [Le(u)lg], Me(u )) = lim Cov (Zproj[ﬁi(U)IQLMZ(U))

q=3

\/»\/7Q *><87T WE[\I’z(f;4)H4(fz(y(9)))]Sin@de-

Performing the change of variable 1) = L6, we can now write

dzdy

“+o00
Z Ui (T; q)Hy (fe(y(e)))] sin# d6
q=3

L
<Zpr0J [Lo(w)|g], Me(u )) = jg(1/);4)sin%d¢.

0

Proof of Proposition 2.4. It suffices to prove that, as £ — +o0,
“+o0
Cov <Z proj[Le(u)|q], Mg(u)) = %g(u)2 log ¢+ O(1) (4.3)
q=3

(cf. (2.13) and Proposition 2.3). From Lemma 4.2 we can write, for any C' > 0,

400 Lm/2
v [ S projlLe(wlal, Mo / Jo(; 4) sin ﬁdwz/ To(; 4)sin Lo,
q=3 L
(4.4)

For the first summand in (4.4), we have, thanks to (4.1),

C C Vi C
/()Jg(1/};4)sin%d1/}:0<€/o sin%dd)):O(z/O 1/)dd)):0(1),asé—>oo;

for the second summand in (4.4), using Lemma 4.1 (precisely (4.2)) and inte-
grating, we obtain

Lr/2
2 [ iwiaysin Y du = TGP logt +0(1)

c
giving (4.3). O
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A. Proof of Lemma 3.1

In the following proof, three important points are made: the mollification, the
splitting of the integral and the control of the series in order to exchange series
and integral.

Proof. From Proposition 2.2, we can write (recall in particular (3.3) and (3.4)),
for every € > 0,

(f/%xq ) /S/S (W5 (2) W5 (y)] dady
- /S /S E [W(x;2)¥5(y; 2)] dady,
(A.1)

where for the last equality we applied Fubini theorem, indeed recall (3.2) and
(3.3) and that for every z € S?

(@) < o VA


http://creativecommons.org/licenses/by/4.0/
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Thus, we have for (A.1), from the definition of ¥§ in (3.4) and then by isotropy
(that will allow us to pass from a double integral over the sphere to an integral
over the geodesic meridian) and usual symmetry arguments [30],

+oo “+o0 “+o0
ar (S0 / V(s q)de | = / / S 0iwa) S W(yiq) | dedy
3 Jse s2Js2 | iso v

_/ / E [W](w;2) U5 (y; 2)] dady
S2 J§2

+oo
- /Sz /SQ ZE [ (z;9) W5 (y; )] dady

m/2 +o0
=2 872 / ZE U3(Z;9)V5(y(0); q)] sin 6 db.

(A.2)

Let us split the integral on the r.h.s. of (A.2) into two terms (C' > 0 is an
absolute constant)

71'/2 400
/ ZIE U5 (Z;q) V5 (y(0); q)] sin 6 d
C/Z +o0
/ ZE 7 (@5 q) ¥y (y(0); q)] sin 6 do

m/2 +o0
/ S B (W5 (7 4) U5 (4(6); )] sin .. (A.3)

q=3
We will separately investigate the two terms on the r.h.s. of (A.3). For the first
one, we can write

C/e oo
/ > E V(@ Vi o(0): )00

C/Z
= ; K (Z,y(0))sin6do
o/t
- [ B2 wi(0):2)] sn0as, (A1)

where for z,y € S?, K (z,y) := E[¥$(x)V5(y)] is the e-approximation of the
so-called two-point correlation function (see [30]): for x # y

Eo(2,9) = D(gy(0).52 ) (s BV fe @) IV e | fe(2) = fely) = ul, @,y €S7,
D(fo(x).fo(y)) denoting the density of the Gaussian vector (fi(z), fe(y)). (For-
mally, Ky(z,y) = E[U(x)T,(y)].) We can use Lemma 3.4 so that

c/e c/e

hn%) Kj(Z,y(0))sin0db = K(Z,y(0))sin 6 do
c=%Jo 0
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and then Corollary 3.5 in [30] entailing that

c/e
| K@ y(@)sin0do =0 (1) (A.5)

From (3.2), it is immediate to show that the integrand of the second term on
the r.h.s. of (A.4) is O(¢2) uniformly in € and so

-C/t

/e
lim A E[‘PZ(E;Z)‘I’E(yw);2)}Sin9d9=/0 E [We(T;2) T, (y(0);2)]sin 0 do = O(1)

that together with (A.5) gives that the Lh.s. of (A.4) is O(1).

The second term on the r.h.s. of (A.3) is more delicate to deal with (we
will show that we can exchange integral and series), as follows:

/2
[ B 0w ollsnoao
c/e

0+ 1)
S=5— > >

2a42b+c=q 2a’+2b'+c’'=q

[ ) B o) B o)
o/t

e (e (O) o B Sy O) o (B o0 0))]
< E(@Jr 1) Z Z Oéza,zbﬁg(u)

| lel
2a+2b+c=q 2a’+2b'+c’'=q (2(1)(2b)0

X‘V(2a,2b, c,2a’ 20, )|,

2q,2605 (1) 2ar 21 85 (1)
1

2a)(20)\c! 2a/)1(20)1()

sin @ dé

Q2q/ 2b’ﬂ /(U)

(2a")!(20")(¢")!

(A.6)

where V(2a, 20, ¢, 2a’, 2V, ¢') is the sum of no more than ¢! terms of the form

9 ma+ms+my /2
—_— P, 6)™* (P;(cos 0) sinh)™>
<€(€—|—1)> » v (cos 0)™ (P;(cos 0) sin §)

x (P}(cos 8) cos 6 — P, (cos 0) sin® )™ Pj(cos/L)™ sin6df, (A.7)

where mq,...,mq > 0 and my + mo + m3 + m4 = ¢q. Now let § > 0 such that
V1i—-06< é, then for large enough C, we have that the absolute value of each
factor of the integrand in (3.22) is less than 1 — ¢, see i.e. the expressions for
Py, P}, P}/ which are proved in [3], Lemma B3 and reported in [19], Appendix
A. Hence, we can write from (A.6), taking into account (A.7),

Z / B (W5 (@ )W (y(6); )] sin .0

Qg 2535 (1)
(2a)!(2b)!c!

§c~Z(Z+1)Z > >

q=3 2a+2b+c=q 2a’+2b'+c’'=q

a'(1 = 9)7,

'Oé2a',2b'5 /()
(2a")1(2b")}(c")!
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for some ¢ > 0. Repeating the same argument as in the proof of Lemma 3.5 in
[8], we get

+oo
PEDLED DS
q=3

2a42b+c=q 2a’+2b'+c’'=q

2a,2005 (u) | | @247 200 B (1)

(2a)1(2b)1e! | | (2a")1(26)1()!

agazbﬂg(u)z (2a +2b+ ¢)! m2a+2b+c+2a'+2b'+cl

el ey 02D (2a)l(2b)

< +00.

Indeed, note that the map

50,22 ()*

(2a)!(2b)!c!

is bounded uniformly over e: see (2.6) and recall that there exists C' > 0 s.t.
for every k € N and u € R (see e.g. [11, Proposition 3])

| Hyo(u)|¢(u) < CVE!

immediately implying (see the definition of 5¢ in (2.5)) that for every ¢ € N
and € >0

(a,b,¢) —

B (u)?

c!

<C.

We have just proved that

m/2 +00
L B viu@a]snods

/Z q=3
—Z/ E [W5(7: q) W5 (4(0); )] sin 6.,
c/e
and moreover,

—+oo
;g%Z/ B (17 (:0) U5 (4(6): ) sin 6 s

= Z/ E U, (7;9)P(y(0); q)] sind db.

which is what we were looking for. 0

B. Proof of Lemma 4.1
The projection of the boundary length on the fourth-order chaos is

E(E + ].) (CMOO/B4(’U,)
2 4!

proj[Le(u)]d] = / Wy (a;4) do = Ha(folw)) de

Qo (u

+T/ Hy f@ x))Hy (81 xff( )) dz
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+%§)(“> / Hi (i fo()) da

+%0(“>/H2(auf¢ Hy (D folw) ) de

212!

0602ﬂ2

(@)
ol / Hy(fe(x))Ho (5' 2 fe(x )
))d

+%0()/ H, (321f€ )

1l
_. /S (Ag(z) + By(x) + Co(z) + De(x) + Eo(x) + Fy(x)) da.

(B.1)
Let us set, for z € S? and u € R,

M) =2 26 )

My(u) = My(x;u) de.
§2

Proof of Lemma 4.1. Repeating the same argument as in the proof of Propo-
sition 3.1 in [19], we prove (4.1). For the computations to follow, recall that
T = (0,0) and y(#) = (0,0). It is sufficient to focus on the terms A,, B, and
Cy, as in [19, Proposition 3.1] (see also (3.10) and Lemma 3.7). An application
of Diagram formula [13, Proposition 4.15] gives

B0 0] = L [5G peos ),
E [Be(7) M (y(0); )]

f@;r . \/;%02%1( )Q(u) e(ﬁi 1) Py(cos 0)*(Py(cos f) sin 6)?,

E [Cy (@) M (y(0); w)]

_ E(ﬁ; 1) \/Zaz;of?(u)g(u) (£(€2—|—1)> (P}(cos 0) sin §)*.

Analogously to the proof of Proposition 3.1 in [19], and recalling the change
of variable ¢ = L, from (3.10) we have

87 [Ae(T) Mo (y(0); w)]
~sr 2 4L + 1) \/;Oéooﬁzx(u)g( )Py (cos 0)*

o 2k + 1) aooﬁz;(“) 2 sin - !
= & [ St ) <,/minwL< v+ /4>+O<1/w)>)

2 é(é + 1) Otooﬁz;('u) 22 . 4
- \/7 T UL (sm(w /4t + 0(1/¢))

— 8n 2£(Z + 1) \/7110054(“) 2?
- 2 7202 sin? /L

so that
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X (§ — 1Cos41p—|—lsi1r121,/)—|—O(1/7,Z))> . (B.Q)
8 8 2
Likewise,
8 ]E[Bz(:l})Mz y(0))]

L + 1) / T a0 f2(u 2 :
= 8n? 2191 (Z ) Py(cos 0)2(Plf(cos 0) sin 6)*

_ 25(5-"—1) azoﬁz(u) 2
=8 \/7 212! (@ +1)

xwﬁgﬂmwwwﬁuﬁ[ﬂ; wwwWwwwMﬂz

7
T
_ 2Z£+1) a202(u R o, "
- \/7 212! (f+1) (‘n’[sm%) ¢ (sin® )sm (ﬂi*Z)
1
o=
* (w))
_ 26[""1) 2002 (u 2 4 1 1
- [ 212! WD) i 3 (é(”ms‘w)*o(;))- (B.3)
Finally,

872K [Cy (T) My (y(6))]

_ 2e(z+1) a4oﬁo(u)

w0 et ) |
s 2@(€+1)\/’a4oﬁo(u) )<€(€ )) (m(lsin(#)—%)-i-o(l))ﬁn%)
N ) g (oD )

)

Z(Z+1) \/7(140[30 ( 2
= 872
2 g(u) L(L+1) 242 sin %

2

Py (cos ) sin 0)*

2e+1)
+

x (% - %cosélw— 5sir12w+0(1/v,z;)). (B.4)
Plugging (B.2), (B.3) and (B.4) all together, we find
2
oty = 7\/’g( ){ e(e 1) aooi?(w - ;nw/L (S _ %Cosw + %sin?z{z + o<1/w)>
2 £(€+ 1) azof2(u) 2 4 1 1
+87 5 220 Ke+ 1) 77sin? £ (§(1+cos4w)+0(;))

+8m

5 L€+ 1) aoBo(u) 2 2 22 o
2 4! LL+1)) w242sin? ¥

3 ! 4 . 2y + O(1
(5 gcos P 5 sin + (/111))
,i\/ﬁg()g ()#E E 4_;'_1'2 +0(1/( sin? L))
=y o 30600[34 u s 9/ L (8 - 8005 P 25111 1/’) (1/(+psin”4p/L)
1 1
+C¥2052(U) (1+0054w)+0<m>
LN B L o 1
+- 044050( ) 2;{, [g—gcos #’—Esm 71’]4’ m

= /Zow ){LSIHQw/L(4a0t)B4(u)+a2nBz(U)+a4oﬂo(U))
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cos 41 1 1
m(—Ta0054(u) + azB2(u) — gawﬁo(u))

sin 29 1 2 . 2
m(3a00[34(u) - *044050(“))} + O(1/(¥7 sin” ¥/ L))

= \/79( u) wsn¢/L(4aOOB4(u)+a2062(u)+a4050(u))

cos 4 1 1
m(*ﬁaoo,&;(u) + azoB2(u) — 5a4050(u))

sin 2 1 5 . o
m(3a0054(“) - 7044060(1/‘))} + O/ (¥ sin” /L))

sin 2
Vioelsmaiss g“”}*“” o/t i

+0(1/(¢? sin® /L))

_ EE P 1 cos 4 sin 27 1
=129 Ysiny/L + a(“)wsinw/L * b(u)wsinw/L e (W SinW/L) (B5)

as claimed. O
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