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Abstract 

 

This PhD thesis focuses on the employment of computational approaches for the study of the 

interactions between biomolecules, a broad term that accounts for different molecular species 

ranging from proteins to small ligands. Understanding how biomolecules recognize each other, 

thus giving rise to complexes or assemblies, is a key point for the comprehension of biological 

mechanisms in living organisms and for application purposes in a variety of fields, among which 

drug design. These difficult and multidisciplinary issues strongly exploit in silico approaches, 

which, in the last decades, have become increasingly efficient and essential for supporting and 

guiding the experiments. 

The research activity carried out during my PhD work mainly dealt with two projects. The first 

one revolves around protein-protein interactions and concerns a specific use-case, namely the 

necessity to predict how two affitins bind the human epidermal growth factor receptor 2 (HER2). 

This project was carried out in collaboration with Dr. Alessandro Maiocchi (Bracco S.p.A – owner 

of two patents that cover the use of the two affitins as molecular probes targeting HER2), and Dr. 

Elisabetta Moroni (SCITEC, Italian National Research Council). 

The second project was conducted at the Computational Structural Biology group (Bijvoet 

Centre for Biomolecular Research, Universiteit Utrecht) under the supervision of Prof. Alexandre 

Bonvin and Dr. Marco Giulini. It aims at building a reliable protocol, based on the software 

HADDOCK3, which is developed at the CSB group, for the prediction of protein-glycan 

complexes. 

The thesis is structured as follows. 



 

Section 1 briefly covers the role of biomolecular interactions and shows how the structure of the 

complexes they form can be determined by means of experimental and computational approaches. 

It is then explained how the projects discussed in the thesis fit into the framework just presented. 

Section 2 illustrates the theoretical foundations of the main methodologies used in the two 

projects: Molecular Mechanics, Molecular Dynamics, Molecular Docking. 

Section 3 concerns the project focused on the prediction of the complexes affitins-HER2. 

Section 4 covers the project aimed at developing the protocol for the prediction of protein-glycan 

complexes. 

Section 5 aims to summarise the work done, highlighting the main results and, at the same time, 

the future perspectives opened by the PhD work presented here. 
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1.1 

Section 1 – How do biomolecules interact? The role of 

computational approaches 

 

This section aims to illustrate the importance of a detailed knowledge of the structure of 

complexes involving proteins, peptides, DNA, carbohydrates, and small molecules in 

understanding the mechanisms of interaction of biomolecular systems (Section 1.1). 

The most common experimental methods used to solve the structures of complexes will be 

briefly covered (Section 1.2). The essential contribution given by the in silico approaches will then 

be addressed, with a focus on how the main computational methods have advanced in recent years 

and how they could be further improved to shed light on the intricate problem of biomolecular 

interactions (Section 1.3). 

The necessity of adopting an integrative methodology, that combines diverse experimental tests 

with both evolution-/function- and physics-based modelling procedures, will be highlighted at the 

end of the section.  

Finally, a paragraph will be dedicated to explaining how this PhD thesis fits into this framework 

(Section 1.4). 

  



 

1.2 

1.1 – Why and how to study biomolecular interactions 

The human genome, fully sequenced in 20221, consists of about 20000 genes encoding at least 

as many different proteins2; this number however depends on how the human proteome is defined3. 

It has been estimated that more than 80% of proteins are involved in complexes in which they 

bind other protein partners. The Human Reference Protein Interactome Mapping Project is trying 

to reach the most comprehensive picture of protein-protein interactions (PPI) in the human body4. 

To date, more than 64000 PPI have been mapped (http://www.interactome-atlas.org/). 

The formation of protein–protein complexes is driven by the free energy of the process, which 

is mainly related to physicochemical and geometric properties of the interface. Many studies5 have 

been performed with the aim of understanding what the key features of PPI are. 

PPI are regulated by several mechanisms6 and are essential for the biological functions of the 

organisms. The knowledge of how proteins interact with each other is essential for several 

reasons7. For example, the presence of mutations in the amino acidic sequence can lead to 

conformational changes that in turn could interfere with the structure of a protein-protein complex. 

This could give rise to diseases such as cancer pathologies8,9. In addition, bacteria and viruses 

attack host cells by interacting with the receptors on the host’s cell-surface10. These interactions 

can also be mediated by other biomolecules, such as glycans. This is the case with the SARS-CoV-

2 spike protein. This protein, which enters host cells by connecting to the angiotensin-converting 

enzyme (ACE2), is surrounded by a layer of glycans to hide from the immune system. Some 

specific glycans play a crucial role in the movement and structure of the part of the spike protein 

that binds to ACE211. Removal of these sugars results in diminished binding to ACE2, highlighting 

potential targets on the spike protein for vaccine design. In general, knowledge of the structure of 

protein-protein (or protein-biomolecule) complexes is necessary for the design of modulators of 

http://www.interactome-atlas.org/
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the interactions12. Finally, characterization of PPI can also serve to understand the role of proteins 

whose function is unknown, if the latter is known for the protein partner13. 

 

There is therefore a clear need to know as many protein structures and protein-protein complexes 

as possible. This goal can be addressed by both experimental methods and in silico approaches7, 

as shown graphically in Figure 1.1.  

Experimental methods, which were obviously the only possibility until around the late 1970s14, 

allow direct observation of the physical phenomenon of partners binding, thus providing 

unequivocal results. However, they are linked to several limitations, from sample preparation and 

proper set-up of instrumentation to the time and the costs required for the analysis. Issues related 

to waste treatment and the overall greenness of the process should be considered too. 

On the other hand, in silico approaches represent an increasingly powerful resource in structural 

biology, among which artificial intelligence (AI) methods really are a breakthrough in the last few 

years15. 

 

Figure 1.1 – Overview of experimental (left) and computational (right) methods for PPI detection and determination of the structure 

of protein complexes. The figure is reproduced from reference7. 
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The Protein Data Bank (PDB)16, whose birth was announced in a 1971 Nature issue17 (Figure 

1.2), collects since then the atomic coordinates of proteins and the complexes they form with 

protein partners or other biomolecules such as nucleic acids, oligosaccharides, and other small 

ligands. 

 

Figure 1.2 – The page of the Nature issue17 were the Protein Data Bank was first introduced. 

 

As of the current date (October 23rd, 2023), 210836 structures are deposited in the PDB. 

Most of them (179069) have been determined by X-ray crystallography, 17202 by (cryogenic) 

electron microscopy (cryo-EM), and 14013 by nuclear magnetic resonance spectroscopy (NMR), 

as reported in Table 1.1. 
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Molecular Type X-ray EM NMR 

Multiple 

methods 

Neutron Other Total 

Protein (only) 158541 11607 12285 197 73 32 182735 

Protein/Oligosaccharide 9250 2042 34 8 1 0 11335 

Protein/Nucleic Acid 8277 3651 284 7 0 0 12219 

Nucleic Acid (only) 2727 109 1467 13 3 1 4320 

Other 164 9 32 0 0 0 205 

Oligosaccharide (only) 11 0 6 1 0 4 22 

Total 178970 17418 14108 226 77 37 210836 

Table 1.1 – PDB Data Distribution by Experimental Method and Molecular Type (https://www.rcsb.org/stats/summary, accessed 

on October 23rd, 2023). 

 

As shown in Figure 1.3, X-ray crystallography was the only technique employed until the late 

1980s, when NMR experienced significant growth that lasted until 2007-2008. Cryo-EM has been 

increasingly used over the past two decades, and this trend is still growing thanks to the atomic-

level resolution that is now achievable18. 

 

 

Figure 1.3 - Number of Released PDB Structures per Year (https://www.rcsb.org/stats/all-released-structures, accessed on October 

23rd, 2023). 

https://www.rcsb.org/stats/summary
https://www.rcsb.org/stats/all-released-structures
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Some structures have also been determined by the use of multiple methods simultaneously 

(Table 1.1), e.g., by coupling solution NMR with solid-state NMR or with X-ray diffraction, a 

useful approach when the use of a single technique is not sufficient for the reliable determination 

of a three-dimensional structure. 

In addition to the structures determined by experimental methods, since 2020 the PDB has a 

section called “Computed Structure Models (CSM)”. Here more than 1 million structures are 

collected, that is, almost 5 times the experimentally determined structures, mainly retrieved from 

the AlphaFoldDB (https://alphafold.ebi.ac.uk/). Although some of them are predicted with low 

confidence (around one fifth of them shows global predicted local-distance difference (pLDDT) 

score19 < 70), more than 35% have a global pLDDT > 90, corresponding to a high accuracy cut-

off20. This highlights the undoubted central role of in silico approaches, and especially artificial 

intelligence (AI) methods, in determining biomolecular structures.  

 

The next sections will provide a brief overview of experimental methods (Section 1.2) and in 

silico approaches (Section 1.3). 

  

https://alphafold.ebi.ac.uk/
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1.2 – Experimental methods 

X-ray crystallography 

As shown in Table 1.1, X-ray crystallography is by far the most employed technique. Briefly21, 

the three-dimensional structure of a protein, or of a complex, is determined starting from a crystal; 

a highly concentrated, purified sample is thus required. The crystal is then subjected to an X-ray 

beam. The diffraction patterns produced are analysed, initially providing details about the 

symmetry of the crystal packing and the dimensions of its repeating unit, evident from the 

arrangement of diffraction spots. The brightness of these spots allows for the calculation of 

structure factors, which in turn provide a depiction of electron density. Through several 

enhancement techniques, this electron density map is refined to a clarity level that facilitates the 

construction of the molecular structure, based on the protein sequence. Finally, this derived 

structure undergoes further refinement to better align with the map and to assume a conformation 

that is thermodynamically optimal. 

The limits of this technique are manifold. To start with, the crystallization of the sample already 

implies some difficulties in that the preparation is not always straightforward, due for example to 

instability issues. Moreover, it is not granted at all that the conformation assumed by protein in a 

crystal coincides with the conformation it would assume in physiological conditions, i.e., in its 

natural environment, where multiple states, equally favourable from a thermodynamic point of 

view, could also exist. Thus, the dynamic nature of a protein is poorly accounted for with X-ray 

crystallography, a limitation that does not to allow a complete view of a protein's behaviour. 
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Nuclear Magnetic Resonance 

As depicted in Figure 1.3, NMR spectroscopy has been extensively used in the last ten years of 

the past century, before reaching a plateau. 

Usually, the procedure for the determination of a protein structure with NMR involves the four 

following stages22: i) preparation of the isotope-labelled protein sample; ii) NMR data collection 

and analysis, with the assignment of chemical shifts of 1H, 15N, and 13C atoms; iii) calculation of 

the structure and refinement using distance and/or orientation restraints, e.g., nuclear Overhauser 

effect (NOE)-derived restraints or residual dipolar coupling orientation restraints; iv) structural 

quality assessment. 

One of the challenges in this well-assessed technique involves the improvement of in-cell 

NMR23, which is used for studying macromolecules in living cells. It has been shown23 that the 

combination of atomic-level characterization by classical solution NMR with in-cell NMR allows 

previously unreached insights into cellular processes and drug efficacy. Moreover, NMR still faces 

problems related to sensitivity and timing of data analysis24. 

 

Cryogenic Electron Microscopy 

The 2017 Nobel Prize in Chemistry was assigned for “developing cryo-electron microscopy for 

the high-resolution structure determination of biomolecules in solution”25. This technique has been 

increasingly used in the last twenty years, and this trend still is growing. In 2020, the structure of 

apoferritin was determined with atomic resolution (1.25 Å)18. Cryo-EM26 is based on 3D electron 

microscopy (3D-EM), where biological samples are directly visualized using transmission electron 

microscopy (TEM), prior to a treatment were the sample is placed on a thin support and frozen in 

order to minimize the damage of the radiations. TEM images correspond to 2D projections of the 
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3D particles in the sample, which contains multiple copies of the same particle in many different 

orientations. The several 2D views from various angles of the sample are merged into one 3D 

image thanks to the projection-slice theorem. This theorem states that the Fourier transform of a 

2D projection is a central slice through the 3D Fourier transform (passing through the origin) of 

the underlying structure, the projection direction being orthogonal to the slice. Hence, if the angles 

of various 2D views are known, their respective 2D Fourier slices can be correctly placed within 

the 3D transform, allowing for the computation of the original 3D form using the inverse Fourier 

transform. 

One of the main advantages, at least with respect to X-ray crystallography, is that cryo-EM does 

not require a crystallized sample: smaller quantities are thus necessary for performing the analysis. 

On the other hand24, the low sample concentrations could cause the dissociation of weakly 

associated complexes, whose determination is thus more difficult. An emerging technique is the 

microcrystal electron diffraction (MicroED)27, which overcomes problems related to the size and 

allows to study membranes and protein-drug interactions. 
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1.3 – In silico approaches 

To get an idea of how in silico approaches are increasingly being applied in the study of proteins, 

a search in Scopus was conducted for articles that include the terms 'docking', 'machine learning', 

'AlphaFold', and 'AlphaFold2' in the title, abstract or keywords. The trend in the occurrence of 

these terms, along with 'protein' and 'structure', is shown in Figure 1.4, for the time interval 2000-

2022. 

 

Figure 1.4 – Number of occurrences in Scopus (https://www.scopus.com/) of the terms Docking, Machine Learning, and AlphaFold 

or AlphaFold2, in conjunction with the term ‘protein’ and ‘structure’. The Scopus database was accessed on October 25 th, 2023. 

 

In silico approaches can be coarsely divided into function-/ evolution-based methods and 

physics-based methods; however, this classification is not rigid, as the two can be combined to 

achieve greater accuracy7. Function-/ evolution-based methods are presented in the next paragraph, 

while physics-based methods, which are the approach adopted in this thesis, will be briefly 

introduced here and described in detail in Section 2. 

  

https://www.scopus.com/
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Function-/ evolution-based methods 

Function-/ evolution-based methods rely on the following points7. First, interacting proteins tend 

to be encoded by genes that are located nearby in the genome, and they co-occur in similar species, 

showing similar evolutionary rates. Interacting proteins are also co-expressed in the same tissues, 

at the same time. Moreover, the same protein-protein interactions occur in different species, thus 

allowing homology modelling to be exploited for their detection. Finally, coevolution, i.e., the 

process whereby two distinct residues within a protein or between two proteins mutually influence 

their evolutionary paths, is typically observed for residues that are in direct contact. 

The prediction of a protein structure can thus exploit the knowledge that coevolving residues are 

usually close in space28. The use of appropriate global statistical methods, able to analyse 

coevolutionary signals from deep multiple sequence alignments (MSA), has led, since the 11th 

round of the Critical Assessment of Structure Prediction (CASP), to significant improvement in 

the de novo prediction of complex protein structures29. 

Further progress was achieved a few years later, when convolutional neural networks (CNNs) 

were introduced to translate MSA covariation into the likelihood of interactions between 

residues30.  

This advancement notably increased the accuracy of structure prediction, inspiring deep learning 

(DL)-based methods such as the first version of AlphaFold31, which was the top performer in 

CASP1332, or RoseTTAFold33. With the growth of DL techniques, the version 2 of AlphaFold20, 

sometimes found as AlphaFold2, achieved near-atomic precision in structure prediction during the 

CASP14-CAPRI experiment34. The CASP-CAPRI experiment will be covered in detail in Section 

2.3. 
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DL-based methods for protein structure prediction, such as AlphaFold, are probably the biggest 

revolution in structural biology since a long time. They are expected to be a key topic in research 

for the years to come15, also considering that there is still room for improvement. 

For example, a current limitation observed in AlphaFold is the dependence of the accuracy of 

the model on the depth of MSA, i.e., on the number of sequences. Although MSA information is 

essential for the coarse definition of the structure, it is not the only factor that influences the 

refinement of the models20. 

In general, predictions may fail when the amount of coevolution information is insufficient or 

not available at all, as is the case, for instance, with proteins engineered to bind a specific target. 

The prediction of the binding of small ligands (glycans, small molecules and cofactors) to proteins 

has not yet been solved. This problem is currently being addressed by AlphaFill35, which adds the 

ligands to the protein models predicted by AlphaFold based on sequence and structure similarity 

to experimentally known structures. 

In addition to predicting particularly tricky structures, one of the greatest challenges that 

methods such as AlphaFold need to address is probably how to account for the intrinsic dynamic 

nature of biomolecules, which is essential in their biological activity. The problem lies in the data 

used to train the neural networks on which these methods are based. These data, which consist 

mainly of the atomic coordinates of experimentally determined structures, provide only a “static” 

view of the structures. However, it is known that proteins and biomolecules in general should be 

better represented as an ensemble of conformations. 

Therefore, even though we are in the era of AI methods, physics-based methods are still 

necessary to address the above-mentioned issues. 
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Physics-based methods 

Physics-based methods study the interactions between biomolecules by modelling the physical 

forces that are responsible for the biding between the two partners. These methods rely on a 

classical description of the system and include molecular mechanics (MM), molecular dynamics 

(MD), and molecular docking; they are described in detail in Section 2. 

Their peculiarity, compared to methods based only on evolutionary information, is that they can 

take into account the dynamic nature of biomolecules and their interactions, which in many cases 

is not negligible. 

 

To conclude, function-/ evolution-based methods and physics-based methods can be coupled to 

achieve greater accuracy36. This has been done, for instance, with iScore37, which combines 

HADDOCK energy terms38, accounting for the empirical / physical part, with a score obtained 

using a graph representation of protein–protein interfaces and a measure of evolutionary 

conservation. Instead, in Feig’s work39,40, MD simulations are used, among other things, to refine 

AlphaFold models. 
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1.4 – Thesis framework 

As remarked in a very recent Nature Viewpoint article24, each of the most common experimental 

techniques provides an incomplete picture of the biomolecule one tries to visualise. On the other 

hand, in silico approaches, while showing increasingly impressive performance, cannot give 

unambiguous answers to the intricate puzzle of biomolecular interactions. Therefore, they cannot 

substitute experiments.  

Instead, different methods, both experimental and in silico, should be combined, thus applying 

an integrative approach41 that would provide a more comprehensive view of the object of the study. 

This PhD thesis fits in the picture just drawn, in the sense that physics-based computational 

studies of different biomolecules and their interactions are carried out, while at the same time 

accounting for some experimentally derived information. 

This certainly applies to the project conducted in collaboration with Bracco S.p.A. With the aim 

of understanding how two affitins bind the human epidermal growth factor receptor 2 (HER2), 

information on competition for specific HER2 sites is exploited to guide docking calculations. 

Once docking models are obtained, the availability of three-dimensional structures of HER2 with 

other protein partners is used to perform targeted experimental tests, which are necessary for an 

unambiguous determination of the binding interface. 

The project carried out at the Computational Structural Biology group (Universiteit Utrecht) 

aims to build a reliable protocol for the prediction of protein-glycan complexes by making use of 

the in-house developed HADDOCK3 docking programme. Here, docking calculations are not fully 

blind either: the study is conducted on a dataset of known complexes, thus information about the 

protein interface is used as a restraint to drive the docking calculations. In a realistic scenario, 
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where the three-dimensional structures would not be available, the interface residues could be 

identified experimentally by, for example, the analysis of NMR chemical shift perturbation. 
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2.1 

Section 2 – Methods 

 

This section covers the main physics-based computational approaches used in the projects 

discussed in this PhD thesis. They are all based on a classical description of the systems, an 

approximation needed to deal with proteins, which consists of thousands of atoms. Ther size makes 

them not suitable for a complete, quantum mechanics-based description, which would have to 

account for electrons explicitly. However, such an approximation is suitable when the object of 

the study is not directly affected by electrons behaviour, as it happens for example in chemical 

reactions or processes where electron transfers occur. The study of protein-protein or protein-

glycans interactions, on the other hand, can be safely performed with approaches based on classical 

physics. Non-covalent interactions between (bio)molecules are mainly driven by van der Waals 

and electrostatics contributions, which, although governed by electrons, can be described with 

simple potentials. 

Molecular Mechanics (MM) and Molecular Dynamics (MD), used to study the dynamic 

behaviour of molecular systems at the atomic level, are first discussed (Section 2.1 and Section 

2.2, respectively). 

Molecular docking, a method widely used for the prediction of biomolecular complexes, such 

as protein-protein or protein-glycan complexes, is then introduced (Section 2.3). 

  



 

2.2 

2.1 – Molecular Mechanics 

The Born-Oppenheimer approximation states that the time-dependent wave function of a 

molecular system can be treated separately for electrons and nuclei. This is a consequence of the 

much smaller masses of electrons compared to the masses of nuclei, which causes them to move 

on different time scales, with electrons obviously moving faster. It can therefore be assumed that 

the electrons follow the motion of nuclei instantaneously. With the Born-Oppenheimer 

approximation, only the nuclear motion can be considered, while electronic degrees of freedom 

influence the dynamics of nuclei in the form of a potential energy surface (PES).  

In the Molecular Mechanics (MM) approach, the PES is described by means of a set of functions, 

empirically derived, that present mathematical forms typical of classical mechanics. The MM 

method is a natural development of the concepts and formalisms of vibrational spectroscopy. A 

molecule is considered as a set of bond lengths, bond angles, and torsional angles. The energy of 

the molecule is associated with the geometric deformations described in terms of these coordinates 

plus the contribution of the van der Waals forces acting between non-bonded atoms. The basic 

idea of MM is that there are “natural” values of the geometric parameters. In the absence of steric 

interactions between atoms, i.e., in an “ideal” molecular system, each geometric parameter will 

assume its “natural” value. In real molecular systems, each atom interacts with all other atoms in 

the molecule; the values of the geometric parameters will then be deformed compared to their 

natural values: it is said that the molecule has a strain. The MM method assumes that it is possible 

to calculate the energy associated with these deformations. 

The set of functions used to describe the PES and the empirical parameters that appear in the 

functions are called force fields (f.f.). The parameters used in the functions to calculate potential 

energy are adjustable parameters; they are optimized to reproduce a range of experimental or 
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calculated molecular properties, such as geometries, conformational energies, heats of formation, 

vibrational frequencies, and so on. 

The basic assumption of MM is that the parameters optimized for a certain molecular fragment, 

for example, the parameter related to the C-C bond distance, are transferable, for the same 

fragment, from one molecule to another; in other words, the parameters are retrieved from a 

reduced set of simple molecules and then used in the calculation of more complex molecular 

systems. 

The parameter transferability assumption cannot be proved a priori, but it finds its validity in the 

results obtained, generally in good agreement with experimental evidence, thus justifying a 

posteriori the hypothesis that individual molecular fragments have similar properties in both 

simple and complex molecular systems. Furthermore, parameter transferability allows the f.f. to 

be extended from a set of already optimized parameters to include new molecular fragments or 

new classes of molecules. A single standard transferable value, the natural value, corresponds to a 

certain type of bond or bond angle and the equilibrium geometry is found relaxing the molecule to 

its minimum energy value. In MM, all possible internal coordinates plus those concerning non-

bonded interactions are used. Each coordinate (bond distance, bond angle, torsional angle and non-

bonded distance) tries to assume its natural value: the equilibrium geometry derives from the 

balance of the forces associated with each coordinate. 

Molecules are viewed as “mechanical models” in which atoms are represented by Newtonian 

point particles linked together by springs (bonds), described by generalized Hooke’s law. 
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When a molecule consisting of n atoms and defined in terms of 3n xi coordinates is deformed 

with respect to its reference geometry, {x°i}, corresponding to a minimum of potential energy, Vo, 

its potential energy can be written as Taylor series expansion: 

𝑉pot =  V0 + ∑ (
𝜕𝑉

𝜕𝑥𝑖
)

𝑖 0

𝛥𝑥𝑖 +
1

2
∑ (

𝜕2𝑉

𝜕𝑥𝑖𝜕𝑥𝑗
)

𝑖,𝑗 0

𝛥𝑥𝑖𝛥𝑥𝑗+. . .. 

The V0 term is a constant for a particular molecule and can be considered as a reference value, 

which is equivalent to setting it equal to zero. The first derivative of V, calculated for the 

equilibrium geometry, is zero by definition. Moreover, considering small displacements, terms of 

higher than second order can also be neglected (harmonic approximation). In first approximation, 

therefore, the potential energy will depend only on the third term of the expansion, that is, on the 

second derivative of V with respect to the coordinates {xi}. 

Substituting the expression of the second derivatives, which are the force constants, with the 

symbol fij, we obtain the relationship corresponding to a simple harmonic force field: 

𝑉pot =  
1

2
∑ 𝑓𝑖𝑗𝛥𝑥𝑖𝛥𝑥𝑗

3𝑛

𝑖,𝑗

 

This equation exactly defines, within the harmonic approximation, a system of coupled harmonic 

oscillators. The force constants are typically represented as a matrix in which the diagonal terms 

correspond to i = j. If all off-diagonal terms are zero, that is, if the set of oscillators is totally 

decoupled, the relation simplifies to the Hooke’s law:  

𝑉pot =  
1

2
∑ 𝑓𝑖𝑖𝛥𝑥𝑖

2

3𝑛

𝑖

 

However, to obtain a better description of nuclear motions, and consequently high-quality 

equilibrium molecular geometries, it is necessary to add a number of mixed terms to the harmonic 
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equations; the inclusion of mixed terms is a necessary condition for the development of 

transferable force fields. 

 

In the MM method, the energy of the molecule is defined as the steric energy, Es, given by the 

sum of M different potential energy functions, V, each dependent on the value of N geometric 

coordinates of i type (bond, angle, torsion, …), qik: 

𝐸𝑠 =  ∑ ∑ 𝑉𝑖 (𝑞𝑖𝑘)

𝑁𝑖

𝑘

𝑀

𝑖

= ∑ 𝑉𝑠𝑡𝑟𝑒𝑡𝑐ℎ𝑖𝑛𝑔 (𝑞𝑖)

𝑏𝑜𝑛𝑑

𝑖=1

+ ∑ 𝑉𝑏𝑒𝑛𝑑𝑖𝑛𝑔(𝑞𝑗)

𝑎𝑛𝑔𝑙𝑒

𝑗=1

+  ∑ 𝑉𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑎𝑙(𝑞𝑘)
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+  

     + 𝑉𝑣𝑎𝑛 𝑑𝑒𝑟 𝑊𝑎𝑎𝑙𝑠 +  𝑉𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐𝑠 +  𝑉𝑜𝑡ℎ𝑒𝑟𝑠  

 

Within the harmonic approximation, a generic potential function V is expressed by the 

generalized Hooke’s law: 

𝑉𝑖(𝑞𝑖𝑘) = ∑
1

2
𝐾𝑖𝑘(𝑞𝑖𝑘 − 𝑞𝑖𝑘

0 )2

𝑁

𝑘

 

where Kik are the force constants, qik is the value of the k-th geometric coordinate, and q°ik is the 

“natural” value that the qik coordinate would take if strains were absent. 

The interactions generally considered in the potential energy function are: 

- 1-2 interactions (bond lengths, stretching) 

- 1-3 interactions (bond angles, bending) 

- 1-4 interactions (dihedral angles between pairs of bonds, twist) 

- Interactions between non-bonded atoms, or between atoms separated by more than two bonds. 

Generally, they include a van der Waals contribution and an electrostatic contribution. 
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The steric energy is given by:  

Es = Vstretching + Vbending + Vtorsional + Vnon-bonded + other terms 

Between the “other terms”, the polar term Epol and the mixed terms (such as stretch-bending 

term, Es-b), can be particularly relevant. 

The following paragraphs show some frequently used potential functions. 

 

 

Bonded potentials 

Stretching and bending potential functions 

For these two potential functions, the harmonic approximation is generally assumed to be valid, 

and the oscillators are considered to be independent: 

𝑉𝑠𝑡𝑟𝑒𝑡𝑐ℎ𝑖𝑛𝑔(𝑟) =
1

2
𝐾𝑠(𝑟 − 𝑟0)2 

𝑉𝑏𝑒𝑛𝑑𝑖𝑛𝑔(𝜃) =
1

2
𝐾𝑏(𝜃 − 𝜃0)2 

In these two expressions r and θ are the values assumed by a particular bond distance or bond 

angle, while r ° and θ ° are the corresponding natural values in the absence of strains. 

The harmonic approximation may not be sufficient for r and θ values far from natural values. 

Therefore, higher order corrective terms with third- and sixth-degree functions were introduced 

for stretching and bending, respectively. 

To reproduce the stretching that occurs in bonds in response to an angle deformation, the 

introduction of a mixed term (the stretching-bending potential) is required: 

𝑉𝑠𝑡𝑟𝑒𝑡𝑐ℎ𝑖𝑛𝑔−𝑏𝑒𝑛𝑑𝑖𝑛𝑔 =
1

2
𝐾𝑠𝑏(𝑟 − 𝑟0)(𝜃 − 𝜃0) 
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Torsional potential functions 

The potential function must be periodic: after a 360° rotation of the torsional angle, the potential 

must return to its initial value. In addition, torsional motions require rather small energies, when 

compared to stretching and bending energies. Thus, molecules may present significant torsional 

distortions from the minimum. For this reason, it is not a good practice to use a Taylor series 

expansion of the torsional potential, but it is preferable to use a Fourier series expansion. For the 

ABCD torsional angle, the torsional potential is given by: 

𝑉𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑎𝑙
𝐴𝐵𝐶𝐷 = ∑ 𝑘𝑛

𝐴𝐵𝐶𝐷 𝑐𝑜𝑠(𝑛𝜔)

𝑛=1

 

Where n = 1 describes a periodic rotation wit period 360°; n = 2 is periodic with period 180°; n 

= 3 is periodic with period 120°; and so on. The value of the kn constant determines the height of 

the barrier: depending on the case, some kn constant can be equal to zero. 

 

 

Non-bonded potentials 

The interaction energy between non-bonded atoms is calculated as the sum of two contributions: 

the van der Waals term and the electrostatic term. 

 

van der Waals potential function 

The general form of any non-bonded potential function is given by the sum of two contributions: 

a repulsive one, acting at short range; an attractive one, acting at long distance and tending 

asymptotically to zero as the distance r increases. The first repulsive contribution arises from the 

repulsive force that is established between the electronic distribution of two close enough atoms. 

This force is also known as exchange force, or overlap force, since it is established between 
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electrons with the same spin. The second attractive contribution results from molecular interactions 

between instantaneous dipoles, even though the interacting fragments do not possess a permanent 

dipole moment. These forces, which in quantum mechanical treatment derive from electron 

correlation, are called dispersive forces or London forces. 

A function frequently used to describe the van der Waals potential is the Lennard-Jones pair 

potential (also called 6-12 potential): 

𝑉𝐿𝑒𝑛𝑛𝑎𝑟𝑑−𝐽𝑜𝑛𝑒𝑠 = 𝜀 [(
𝑟 ∗

𝑟
)

12

− 2 (
𝑟 ∗

𝑟
)

6

] 

where ε defines the depth of the potential well, r* the minimum energy distance (associated with 

the van der Waals radii of the interacting pairs of atoms), and the exponent 12 defines the hardness 

of the potential, that is, its steepness for distances below equilibrium. 

The use of a pair potential means that the interaction between an atom of type A and an atom of 

type B will be described using the parameters εAB and r*AB obtained, by appropriate mixing rules, 

from the parameters related to the AA and BB interactions. The rules generally adopted are as 

follows: 

r*AB = r*AA + r*BB 

𝜀𝐴𝐵 = √𝜀𝐴𝐴𝜀𝐵𝐵 

 

Electrostatic potential function 

The electrostatic contribution is generally calculated by the interaction between the net atomic 

charges, using Coulomb’s law: 

𝑉𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐𝑠 = ∑
𝑞𝑖𝑞𝑗

𝜀𝑟𝑖𝑗
𝑖,𝑗
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where ε is the dielectric constant. The atomic charges of the atoms in a molecule cannot be 

uniquely defined, nor can they be derived from experimental measurements, since they are not 

physical observables of the system. In MM, the atomic charges can be treated as parameters: their 

values can be determined by quantum mechanical calculations. 

The classical electrostatic contribution contains only pair contributions. However, in polar 

species the three bodies contribution are not negligible: these contributions can be modeled by 

including a polarization term in the electrostatic potential. 

 

 

Force fields 

As mentioned above, force fields are the combination of the set of functions used to describe the 

PES with the empirical parameters that appear in those functions. Depending on the size of the 

molecular system and the level of detail one wishes to achieve in its study, the molecular system 

can be represented with one ore more of the following classes of force fields: 

1) All-atom force fields. As the term suggests, molecules are treated at the atomic level, i.e., all 

the atoms are considered explicitly. 

2) United-atom force fields. In these f.f. certain groups of atoms (usually non-polar hydrogen 

atoms attached to a heavy atom) are treated as single entities. This simplification reduces the 

number of particles and interactions, making calculations faster. 

3) Coarse grained force fields. These are even more simplified models where several atoms or 

even entire functional groups are represented by single interaction sites. They are used for 

the study of very large systems and/or long processes. 
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Besides this classification based on the level of detail used to describe the systems, force field 

can also be distinguished depending on the systems they are designed to describe, i.e., proteins, 

nucleic acids, lipids, small molecules, or oligosaccharides. 
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2.2 – Molecular Dynamics 

Molecular Dynamics (MD) simulations exploit the MM principles to predict the time-dependent 

behaviour of a molecular system. In a MD simulation, Newton's laws of motion are integrated over 

time to obtain trajectories, which are essentially “paths” through the phase space of the system, 

described below. 

 

The phase space 

Classical mechanics allows a complete description of a system consisting of N particles with 3N 

spatial coordinates ri (r
N) and 3N momentum coordinates pi (p

N). The space defined by this (3N 

+ 3N) set of variables is called phase space. The state of the system is defined by the values 

assumed by these 6N coordinates.  

In a classical description of the system, its energy is defined by the sum of the kinetic energy 

K(pN), which depends on the momentum of the N particles, and of the potential energy V(rN), 

which depends on their positions. 

E (r1, ...., rN, p1, ....., pN) = E (rN, pN) = K(pN) + V(rN) 

The energy assumes a continuous spectrum of values, for each fixed set of coordinate values (r1, 

...., rN, p1, ....., pN), i.e., for each point in the phase space. 

The canonical partition function Q for a system of indistinguishable particles takes the form: 

Q = k   exp[-E (rN, pN)] drN dpN 

where k is a normalization factor equal to 1/(N! h3N).  The double integral is shown for 

convenience. In fact, there should be 6N signs of integration since the integration must be done 

with respect to 3N position and 3N momentum variables. 
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In the dominant configuration, the probability P*(rN, pN) of a state within the phase space is 

given by the relation: 

P*(rN, pN) = exp[-E (rN, pN)] /Q 

 

The average value of a property A, denoted by <A>, is given by the average of the values the 

property takes in the various states of the system (i.e., in the phase space) weighted by the 

probability of the states in the dominant configuration: 

 

<A> =   A(rN, pN) P*(rN, pN) drN dpN = 

= [  A(rN, pN) exp[-E (rN, pN)] drN dpN ] / [  exp[-E (rN, pN)] drN dpN] 

 

The problem is to calculate the values of these integrals. In general, we should calculate the 

value of the energy of the system at each point (state) in the phase space. This procedure is not 

feasible, because the number of variables is too high. 

Moreover, it is not an efficient procedure in the sense that the calculation of the integral at the 

denominator (corresponding to Q) involves the generation of a large number of states (in principle, 

all). Therefore, even all the high energy states, having consequently low probability and low 

weight in the calculation of <A>, would be calculated. In other words, all states would have equal 

weight, when in reality they don’t. 

 

Molecular simulations methods, among which MD, were thus introduced for the generation of 

a set of states representative of the phase space accessible to the system, which are then exploited 

for the calculation of its energetic, structural, thermodynamic and dynamics properties. 
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General concepts of Molecular Dynamics 

In the MD approach, the value of a desired property A is obtained as the average value that 

property A assumes in a single system that evolves for an ideally infinite time. 

Suppose we want to determine the value of a macroscopic property of the system. Its value will 

depend on the position (rN) and momentum (pN) of the particles that constitute the system. The 

instantaneous value of the property will thus depend on the instantaneous values of these variables 

at time t, that is: A(t) = A[rN(t), pN(t)]. Over time, the instantaneous value of the property will 

undergo fluctuations due to the interactions between the particles. The experimentally measured 

value will be the time average of instantaneous values, denoted as {A}t. As the “observation time” 

τ of the system increases, the value of the time average will approach the true value of the property 

Areal, becoming equal to Areal for an infinite observation time. The time average is given by the 

relation: 

Areal = {A}t = 𝑙𝑖𝑚
𝜏→∞

 
1

𝜏
∫ 𝐴[𝒓𝑁(𝑡), 𝒑𝑁(𝑡)]𝑑𝑡

𝑡=𝜏

𝑡=0
 

In the ergodic hypothesis, time average and ensemble average coincide: 

Areal = 𝑙𝑖𝑚
𝜏→∞

 
1

𝜏
∫ 𝐴[𝒓𝑁(𝑡), 𝒑𝑁(𝑡)]𝑑𝑡

𝑡=𝜏

𝑡=0
= 𝑙𝑖𝑚

𝑀→∞
 

1

𝑀
∑ 𝐴[𝒓𝑖

𝑁(𝑡), 𝒑𝑖
𝑁(𝑡)]𝑀

𝑖=1  

and this holds true for any choice of initial conditions values. 

 

To calculate the instantaneous values of A[rN(t), pN(t)], it is necessary to simulate the dynamic 

behaviour of the system. For this purpose, the following operations must be performed: 

1. Choice of a proper force field for the description of intra- and inter-molecular interactions of 

the system. 

2. Calculation, using the selected force field, of the potential energy value V(rN) for a given initial 

disposition of molecules in the space. 
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3. Calculation of the forces acting on each atom of the system by differentiating the potential 

energy expression Fi = - [V(rN)/ri] 

4. Calculation of the accelerations, once the forces acting on each atom are known, using 

Newton’s equation of motion Fi = mai 

5. Integration of the equation of motion for each particle to determine changes in position, 

velocity, and acceleration as a function of time. Integration of the equations is done by 

considering M time intervals, t, small enough to assume the acceleration acting on the particles 

in the interval as constant. In this way, the trajectory is calculated using the equation of 

uniformly accelerated motion. 

6. Calculation of the property A of the system as time average of the values that A assumes in the 

considered M time intervals. As tobs = M t, the equation 

 

Areal = {A}t =𝑙𝑖𝑚
𝜏→∞

 
1

𝜏
∫ 𝐴[𝒓𝑁(𝑡), 𝒑𝑁(𝑡)]𝑑𝑡

𝑡=𝜏

𝑡=0
 

becomes 

{𝐴}𝑡 = (
1

𝑀∆𝑡
) ∑ 𝐴𝑖

𝑀

𝑖=1

 (𝒓𝑁, 𝒑𝑁)∆𝑡 = (
1

𝑀
) ∑ 𝐴𝑖

𝑀

𝑖=1

 (𝒓𝑁, 𝒑𝑁) 

 

The choice of the time interval t depends on the system under investigation. Generally, a time 

interval of one (or two) orders of magnitude less than the frequency of the fastest motion within 

the system should be chosen. If one wants to increase the t values to perform faster computations, 

the degrees of freedom with higher frequencies can be removed from the system by means of 

suitable algorithms, such as, for example, the SHAKE or the LINCS algorithms. 
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Setting up a Molecular Dynamics simulation 

Boundary Conditions 

During MD simulations, it is necessary to ensure that the molecules at the boundaries of the 

system are not affected by the so called “wall effect”. For instance, it is necessary to prevent water 

molecules forming the solvation shell of a protein from “evaporating”. To avoid these effects, the 

molecules forming the system are inserted in boxes surrounded by a periodic series of exact copies 

of the original box (Periodic Boundary Condition, PBC). In this way, the molecules at the outer 

boundary of the original box interact with the molecules in the adjacent box. Moreover, to prevent 

a molecule from “seeing” itself in a copy-box, the Minimum Image Convention applies: each atom 

sees no more than one image of every other atom of the system. To speed up the calculation of 

non-bonded interactions, a threshold value is introduced for their calculation. The interaction 

energy between two atoms is calculated if they are at a distance less than or equal to the threshold 

value. The threshold must be less than half the length of the box, so that a particle does not see 

itself or the same molecule twice. 

 

Initial configuration. 

In general, it is best to start a MD simulation from an initial configuration that is as close as 

possible to the equilibrium situation to be described. For this purpose, the potential energy of the 

system is initially minimized, so that no excessively “distorted” regions are present. 

 

Initial velocities 

To conduct the simulation, the particles must be assigned initial velocities compatible with the 

desired temperature. These are randomly assigned to the atoms, with the constraint that the total 
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linear and angular momentum of the system be zero, or, in other words, that the system does not 

translate or rotate as a whole. 

 

Thermodynamic ensemble 

Performing a MD simulation requires the choice of a thermodynamic ensemble among the 

canonical (N, V, T), microcanonical (N, V, E), isothermal-isobaric (N, P, T), and grand canonical 

ensemble (μ, V, T). Depending on the selected ensemble, the physical quantities that must remain 

constant must be checked during the simulation. To this end, algorithms acting as computational 

“thermostats” and “barostats” allow for the appropriate scaling of temperature and pressure, 

respectively, in order to guarantee the predetermined conditions. 

 

Equilibration and production phases 

Starting from the initial conditions, the system evolves over time and reaches equilibrium. If the 

simulation is performed at constant T, velocities are scaled until the desired T is reached. During 

the equilibration, the values of various properties (E, K, V, T, P) that characterise the selected 

simulation ensemble are monitored. When these quantities assume constant values the production 

phase of the dynamics begins: data collected in this phase are then used to calculate the properties 

of interest. If the simulation sampled all points in the phase space (ergodic trajectory), the results 

would be independent of the initial configuration. However, due to the extremely large size of the 

phase space, it is not possible to obtain an ergodic trajectory from a single simulation. For this 

reason, simulations are usually repeated starting from different initial configurations. In order to 

improve phase space sampling, enhanced/biased MD approaches can also be applied. 
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2.3 – Molecular Docking 

General concepts and workflow 

Molecular docking is a widely used computational technique for the prediction of the three-

dimensional structures of biomolecular assemblies, such as protein-protein and protein-ligands 

complexes. It consists of searching for the geometry of the complex, starting from the unbound 

forms of the two (or more) partners, by generating possible solutions (poses) and ranking the 

resulting poses using appropriate functions. 

Docking was first introduced more than 40 years ago1 and has since then impressively 

progressed, thanks to development of efficient algorithms and the availability of increasingly 

powerful computing resources. A variety of docking approaches are available at the present date2. 

All of them are still characterized by a nearly common workflow foreseeing the following steps3. 

1) Preparation of the three-dimensional input structures 

2) Generation of the poses 

3) Scoring 

4) Refinement 

An overview of this stages is given in the following lines. 

 

Preparation of the three-dimensional input structures 

The structures can be experimentally determined or, if not available, they can be predicted too, 

although this of course affects the reliability of the docking result. A choice also needs to be done 

on the representation of the unbound structures, that can be described with all-atom, united-atom, 

coarse-grained force fields, or even with a residue-based description, useful for dealing with 

particularly large systems. At this stage, it is important to consider whether the binding could result 
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in a significant change in the conformation of the receptor (and/or ligand); if this could be the case, 

an ensemble of conformations could be used as input. 

 

Generation of the poses 

This step, also found in literature as “searching” or “sampling”, aims at producing the possible 

dispositions of a partner with respect to the other(s). Almost all approaches, for reasons of 

computational efficiency, keep the larger partner, called the 'receptor', fixed, while the smaller one, 

the 'ligand', is rotated and translated. 

Sampling methods can be exhaustive/systematic or stochastic4. Systematic approaches will be 

reviewed in the following lines. 

The development of the Katchalski-Katzir algorithm5, based on the fast Fourier transform (FFT), 

really accelerated the computationally onerous systematic search stage. In FFT-based algorithms, 

the structures of the proteins are first represented on a 3D-cartesian grid, where discrete functions 

distinguishing between the surface and the interior of the proteins are used. The matching of the 

surfaces is then evaluated with correlation functions that assess the degree of overlap between the 

partners for every shift of the ligand with respect to the receptor. Some degree of penetration 

between the proteins is allowed to take into account small conformational changes. The calculation 

of correlation functions is performed with the FFT. Then, the angles defining the orientation of the 

ligand are varied at defined intervals; the correlation function is calculated again for all the relative 

orientations of the partners. The advantage of this method is that the use of correlation functions, 

calculated with the FFT, allows to evaluate all possible reciprocal dispositions of the two partners 

in a more rapid way then previous methods for exhaustive search in six dimensions. 
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In advanced FFT-based methods, terms representing electrostatic, hydrophobic, and solvation 

contributions are included too. 

PIPER6, an FFT-based algorithm implemented in the docking programme and web server 

ClusPro7,8,9, includes pairwise structure-based interaction potentials with the aim of improving the 

systematic search. 

Besides FFT-based methods, the generation of the poses can be performed in other ways3, such 

as via geometric hashing docking or spherical harmonic-based docking, where the spherical polar 

Fourier correlations are used to accelerate the search. 

HADDOCK10 uses instead a different approach for the generation of the poses. A randomization 

stage is first performed, where the two partner proteins are positioned at 25 Å from each other in 

space and are randomly rotated around their centre of mass. A rigid body minimization with the 

OPLS force field11 is then carried out in multiple steps that foresee: i) four cycles of rotational 

orientation in which each partner is allowed to rotate in order to minimise the intermolecular 

energy; ii) two cycles of rotational and translational rigid body minimization in which each partner 

is treated as a rigid body. 

 

Scoring 

The docking poses generated at the previous steep need then to be analysed in such a way to 

identify, among a large pool of models, the near-native ones, i.e., the ones probably closer to the 

true structure of the complex. This analysis is performed on the basis of the docking score of the 

pose, calculated by a suitable scoring function. 

Scoring functions are historically mainly divided in energy-based and knowledge-based. 
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Energy-based scoring functions contain several properly weighted terms that account for the van 

der Waals and electrostatics contributions of the interaction, for the desolvation energy and for 

other empirical parameters such as the buried surface area (BSA), and the shape complementarity. 

Energy-based scoring functions are used in both ClusPro and HADDOCK. They are shown in 

Section 3.2 and Section 4, respectively. 

Knowledge-based scoring functions, as the term suggests, use information derived from 

experimentally known protein-protein complexes. This information is “converted” in potentials 

that derive from the statistical occurrences observed in the known complexes, by means of an 

inverse Boltzmann equation. 

However, scoring functions can combine the different approaches at the same time. They can 

also exploit machine learning techniques for identifying the set of coefficients that leads to a better 

discrimination among the docking models. 

 

Ideally, a scoring function should perfectly correlate with model closeness to the experimental 

structure. However, although scoring functions are improving, as the CAPRI rounds (see below) 

have shown over the years, this is still not the case. 

It is also important to note that native models are not isolated in the global energy landscape; 

they instead are expected to form “funnels”, i.e., groups of docking solutions characterised by 

similar, low energy. The pool of the obtained models can thus be clustered. 

 

Clustering of the models 

Clustering, for instance, can be based on the root-mean-square deviations (RMSD) between the 

models, or using the fraction of common contacts (FCC)12; these two approaches are both 
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implemented in HADDOCK10. In HADDOCK313, they can be introduced at the desired stage of 

the workflow, e.g. both after the rigid body stage, for the selection of a subset of models to be 

refined, and after the (semi-flexible) refinement stage (see Section 4.1). 

In ClusPro8, the 1000 lowest-energy rigid body models are clustered based on the interface-

RMSD (I-RMSD, see below). I-RMSD values are calculated among all the structures, and the one 

having the highest number of neighbours within a 9 Å cut off is selected as the centre of the first 

cluster. The structures within the given cutoff from the centre constitute the first clusters and are 

thus removed from the initial pool. The process is then repeated until a maximum of 30 clusters 

are produced, which are then ranked based on their populations. This procedure is applied in 

Section 3.2. 

 

Refinement 

A force-field based refinement of the best scoring models can be included too. For example, 

ClusPro performs an energy minimization of the clustered models, where backbones are kept fixed 

and only the van der Waals term of the CHARMM potential14 is used.  

HADDOCK uses instead the OPLS force field11. Besides energy minimization, a flexible 

refinement stage via MD simulations can be performed too, which is of essential importance when 

partners characterized by a non-negligible conformational variability are involved (see Section 

4.1). 

 

Post-docking procedures 

As already mentioned, the scoring functions do not allow a single correct docking model to be 

identified with absolute certainty. Instead, similar scores are often obtained for several models. 
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From this arises the need to use “post-docking” procedures aimed at the reranking of the (best 

scoring) docking models. Ideally, such procedures should be based on different assumptions than 

those already included in the scoring phase of the docking programme used, thus ensuring greater 

reliability. Several web servers3 are available for this purpose. The algorithms they use can be 

energy-, knowledge-, evolution-, or consensus-based, like in CONSRANK15. 

The evaluation and reranking of the docking models can also be carried out by performing MD 

simulations. An example is the approach proposed by Jandova et al.16, which is based on the idea 

that the mutual positions of the partners in near-native models should not change significantly 

during a MD simulation, i.e., the predicted complex should show a certain degree of stability. On 

the other hand, non-native poses should change along the MD trajectories, possibly leading to the 

(partial) dissociation of the complex. 

Finally, the rescoring of the docking models can also be carried out by comparison with the 

interface residues17, which can be predicted on the basis of evolutionary, geometric, physico-

chemical and interface propensity features. 

One of these methods is the Matrix of Local Coupling Energies method (MLCE)18, which 

combines both energetic and structural considerations for the prediction of the interface residues; 

it is covered in detail in Section 3.2.1. 

 

Data-driven docking 

Docking is a complex issue. Therefore, the inclusion of information - preferably experimentally 

derived - about the interface area of the partners helps to find more reliable models. 

HADDOCK, starting from the sampling stage, can incorporate information derived from NMR 

chemical shift perturbation data, mutagenesis data or any kind of data providing information on 
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the interface, in the form of Ambiguous Interaction Restraints (AIRs), which are used as an 

additional restraint energy term. A more detailed description is given in Section 4.1. 

In ClusPro the docking process can be guided by assigning attraction or repulsion to residues 

that are thought to be, or not to be, part of the interface. An attractive force during the docking 

process is applied to the binding-involved residues of one or both sides of the interface. On the 

contrary, repulsive forces are applied to the residues that are expected not to be at the interface. 

Such an approach is used in Section 3.2. 

 

CAPRI evaluation 

In 2001, the European Bioinformatics Institute, part of the European Molecular Biology 

Laboratory (EMBL-EBI) started the Critical Assessment of PRediction of Interactions (CAPRI), 

a community wide experiment aimed at the monitoring the progresses in protein-protein docking 

approaches. There have now been 54 CAPRI rounds, where the participants have been asked to 

predict the structure of complexes, whose experimental structures are not released, of increasing 

difficulty. 

A joint initiative with the Critical Assessment of Structure Prediction (CASP) community started 

in 2014, with the aim of addressing the problem of predicting single protein structures and protein-

protein interactions at the same time, starting uniquely from the amino acid sequences. 

The first paper of the joint initiative was published in 201619, where CASP 11 season was carried 

out along with CAPRI round 30. Since then, there have been four more joint experiments: 

CASP12-CAPRI20 (2018), CASP13-CAPRI21 (2019), CASP14-CAPRI22 (2021), and CASP15-

CAPRI (2022). 
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The ability of the predictors in producing good quality models, also for the most difficult targets, 

has of course improved during the years. A comparison between CASP13-CAPRI21 and CASP14-

CAPRI22 rounds is shown in Figure 2.1. 

 

Figure 2.1 – Figure reproduced from reference22. Panel (A) shows the performance score of the top 29 ranking predictor and 

server groups (both CAPRI and CASP-only groups; server groups are listed in capital letters). The height of the bar is the ScoreG, 

calculated as a weighted sum of the number of targets of high-, medium., or acceptable-quality models. The total number of targets 

for which at least an acceptable quality model was produced is indicated in the graph by a diamond. Panel (B) shows the same 

data from the previous CASP13-CAPRI Round.  

 

The criteria for the assessment of the quality of the structures generated by different docking 

tools are still mainly the original CAPRI evaluation criteria23,24: ligand-RMSD (L-RMSD), 
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interface-RMSD (I-RMSD), and the fraction of native contacts (Fnat). Following the definition 

given in reference24, they are calculated as follows. 

L-RMSD. The RMSD of the ligand (the smaller of the two partners) in the predicted versus 

target complexes after superposition of the receptors. Calculation of the RMSD and superpositions 

are both computed on backbone atoms (N, Cα, C, O). 

I-RMSD.  The RMSD of backbone atoms is calculated on the interface residues only, defined as 

those having at least one atom within 10 Å of an atom on the other molecule. 

Fnat. The number of native (correct) residue–residue contacts in the predicted complex divided 

by the number of contacts in the target complex. A pair of residues on different sides of the 

interface are considered to be in contact if any of their atoms are within 5 Å.  

 

Starting from CASP13-CAPRI21, the continuous parameter DockQ25 has been routinely used too 

for an overall evaluation of the predictions. This parameter encompasses L-RMSD, I-RMSD, and 

Fnat, thus providing a single measure of the docking performance.  

DockQ is calculated as follows, yielding to a score in the range [0,1]. 

DockQ = (Fnat + L-RMSDscaled (L-RMSD, di) + I-RMSDscaled (L-RMSD, di)) / 3 

L-RMSD and I-RMSD are scaled as in the following equation: 

RMSDscaled = 1 / [1 + (RMSD / di )
2] 

Where di = 8.5 Å for L-RMSD and di = 1.5 Å for I-RMSD. di values were optimized for obtaining 

DockQ values in the range [0,1] and also to ensure that RMSD values that should be considered 

equally bad, e.g., I-RMSD of 7 Å or 14 Å both obtain the same low I-RMSDscaled score. 
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Section 3 – Employing affitins as molecular probes towards the 

receptor HER2 

 

Introduction 

This section covers a project carried out in collaboration with Bracco S.p.A and Istituto di 

Scienze e Tecnologie Chimiche “Giulio Natta” (SCITEC) - Italian National Research Council 

(CNR). The project is closely linked to the publication of two patents1,2 concerning the application 

of two small proteins, namely affitins, as molecular probes for targeting the human epidermal 

growth factor receptor 2 (HER2). 

 

Molecular probes are tools used, within a molecular imaging technique, for the visualization, 

characterization, and quantification of biological processes at the molecular and cellular level in 

humans and other living systems3. Although the definition given by Mankoff3 mentions the term 

process, the target of an imaging technique can correspond to simple molecular entities, such as 

proteins. Molecular probes consist of a targeting moiety, i.e., a moiety that specifically recognizes 

the target, and a signal agent, the nature of which depends on the molecular imaging technique; a 

linker connecting the targeting moiety to the signal agent can be present too4. Among molecular 

imaging techniques, it is worth mentioning positron emission tomography (PET), single photon 

emission computed tomography (SPECT), fluorescence imaging, and molecular magnetic 

resonance imaging (mMRI), where the signal agents are radionuclides, fluorescent molecules, and 

magnetic molecules, respectively.  
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Molecular imaging techniques are widely employed for the detection of biomarkers associated 

with cancer diseases both at the diagnostic stage and during the therapy, to monitor its 

effectiveness. Among these pathologies, breast cancer is of serious concern, considering the 

estimated 2.26 million new cases worldwide in 20205. Studies aimed at understanding the 

molecular biology of breast cancer have allowed to identify appropriate targets for the 

development of specific targeting moieties to be included in molecular probes. Examples of these 

targets include: i) hormone receptors, i.e., progesterone and estrogen; ii) angiogenic factors such 

as vascular endothelial growth factor receptors (VEGFR); iii) growth factor receptors, such as the 

type 1 insulin-like growth factor receptor (IGF-1R), the human epidermal growth factor receptor 

1 (HER1 or EGFR), and the human epidermal growth factor receptor 2 (HER2)6. 

The patents1,2 owned by Bracco S.p.A., from which this study originates, focus on HER2, which 

is overexpressed in 20-25% of breast cancer cases7 and is therefore a well-assessed target for both 

cancer diagnostics and treatment. HER2-targeted therapies involve the use of monoclonal 

antibodies (mAbs), such as Trastuzumab8 and Pertuzumab9, which have been approved for over 

twenty and ten years respectively, and are also used in combination10. The structures of the 

complexes that the antigen-binding fragments (Fab) of Trastuzumab and Pertuzumab form with 

the extracellular domain (ECD) of HER2 have been determined with X-ray diffraction11,12. They 

are deposited in the Protein Data Bank (PDB)13 with the PDB IDs 1N8Z 

(https://www.rcsb.org/structure/1n8z) and 1S78 (https://www.rcsb.org/structure/1s78), 

respectively. The cryogenic electron microscopy (cryo-EM) structure of HER2-trastuzumab-

pertuzumab complex is available too14, under the PDB ID 6OGE 

(https://www.rcsb.org/structure/6OGE). 

https://www.rcsb.org/structure/1n8z
https://www.rcsb.org/structure/1s78
https://www.rcsb.org/structure/6OGE
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With the aim of monitoring the efficacy of a therapy based on Trastuzumab and Pertuzumab, 

there is a clear need for a molecular probe that includes a targeting moiety able to recognize HER2 

epitopes other than those recognized by the two mAbs. The answer could lie yet in another mAb. 

However, it is known that mAbs are characterized by several drawbacks15, mostly related to their 

large size (∼150 kDa), which causes difficult penetration into tissues and also has an impact on 

their production, due to their multi-domain structure that makes them rather unstable. The 

limitations associated with the use of mAbs led researchers to consider alternatives. First, the focus 

has been on the use of mAb fragments such as antigen-binding fragments (Fab), single-chain 

variable fragments (scFv), diabodies, triabodies, minibodies and single domain antibodies 

(sdAb)16; however, their use still has some limitations15. For this reason, antibody mimetics, i.e., 

small-sized, stable, synthetic proteins that have nothing in common with mAbs except the ability 

to specifically bind a partner, have been considered15,16. 

These alternatives to mAbs, and to their fragments, have also been considered for HER2 

targeting. Several examples can be found in the recent literature, including an affibody17, a 

designed ankyrin repeat protein (DARPin)18, and a repebody19. 

In the domain of the antibody mimetics, affitins, small (7 kDa, around 66 amino acids), single-

chain affinity proteins engineered from the naturally occurring DNA-binding protein family 

Sul7d20, can also be included. Proteins from this family, such as Sac7d and Sso7d, are expressed 

by extremophile organisms Sulfolobus acidocaldarius and Sulfolobus solfataricus, respectively, 

and act to prevent DNA denaturation thanks to their stability over a wide temperature (up to 100°C) 

and pH (0-12) range. The general topology of Sac7d is that of the OB-fold family. Its tertiary 

structure (Figure 3.1) consists of a five-stranded incomplete β-barrel (β1=residues 3-8, β2=11-16, 

β3= 20-26, β4 = 29-36, β5= 39-46), capped at the opening by a three-turn C-terminal α-helix 
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(residues 53-63). The triple-stranded β-sheet (β3-β4-β5) has been identified as the DNA binding 

surface21. 

 

Figure 3.1 – Representation of the structure of the wild type affitin Sac7d bound to DNA duplex d(GTAATTTAC)2 (PDB ID: 1AZQ). 

Affitin residues are coloured following the secondary structure assignment, as shown in the legend. DNA is shown in black. 

 

Affitins have been studied for their interesting properties such as high tissue penetration potential 

and preservation of the exceptional biophysical features of the wild type, i.e., resistance to 

temperature and pH. Engineered affitins produced by Affilogic S.A.S, which are commercially 

known with the name Nanofitins®, have already been designed for the targeting of EGFR22,23. 

The same philosophy has been embraced by Bracco S.p.A. In a study conducted in collaboration 

with Affilogic S.A.S, affitins were engineered with several rounds of ribosome display by the full 

randomization of the 10-14 Sac7d residues responsible for DNA binding, in order to achieve a 

high binding affinity towards HER2. Two mutated affitins, among many considered, were 

identified as the most suitable for HER2 recognition and became the subject of two patents1,2. In 

this thesis, the two affitins will be called Affitin_1 (patent number: WO/2021/1227261) and 

Affitin_2 (patent number: WO/2021/1227292). 
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Competitive binding assays, which are also discussed in the patents, showed that both Affitin_1 

and Affitin_2 bind different HER2 epitopes than those involved in the binding of Trastuzumab 

and Pertuzumab. Furthermore, the two affitins compete for the same binding site (Bracco S.p.A. 

internal communication). This implies that with proper functionalization, which is also the subjects 

of the patents, the two affitins could act as molecular probes for HER2 detection during 

Trastuzumab- and/ or Pertuzumab-based treatments. This would allow continuous monitoring of 

HER2 levels, enabling real-time assessment of the efficacy of the therapy. Although both affitins 

have been shown to bind HER2, the structures of the complexes remain undetermined; however, 

establishing them is crucial to optimize binding affinity, among other things. 

 

The main aim of this project is therefore to predict, by means of several computational 

approaches, the structure of HER2-Affitin_1 and HER2-Affitin_2 complexes. It will be shown 

how these predictions can be exploited to guide further experimental tests, which are necessary for 

an unambiguous determination of the three-dimensional structures of the complexes. A study is 

also conducted to understand how the fold of affitins is influenced by the introduction of mutations. 

 

The study is presented in two main sections. In Section 3.1, the fold of affitins is studied as a 

function of the mutations introduced in the sequence of the wild type affitin. Section 3.2 is in turn 

divided into two parts. Section 3.2.1 proposes a procedure for the evaluation of the docking 

models, which has been published24 and will be used for the affitins-HER2 use case. Section 3.2.2 

concerns the prediction of affitins-HER2 complexes, driven by the available experimental 

information, and illustrates how the prediction can be exploited to guide competitive binding 

assays.  
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3.1 – A study of the fold of affitins following the introduction of mutations 

The sequence of a protein determines its fold, i.e., its three-dimensional structure25. The structure 

is strictly connected to the biological function of the protein in a living organism26, and thus also 

to its ability to bind an eventual biomolecular partner. It is known that the introduction of mutations 

in the amino acid sequence of a wild type protein allows to modulate its binding affinity toward 

partners other than those occurring in nature. This aspect is exploited for obtaining artificial 

proteins that specifically recognize protein partners of interest. 

Such an approach has been adopted in the study conducted by Bracco S.p.A. aimed at obtaining 

affitins with high binding affinity towards the HER2 receptor. The sequences of two affitins, 

Affitin_1 and Affitin_2, have been published in patents WO/2021/1227261 and 

WO/2021/1227292, respectively, and are shown in Figure 3.2. 

 

Figure 3.2 – Alignment of the sequences of the wild type affitin Sac7d and of Affitin_1 and Affitin_2, object of the patents. 

Assignment of the putative secondary structure is based on Sac7d structure. The positions of the mutations are shown in yellow 

and are located at β-strands β1, β3, β4 and β5. The residues carrying a positive and negative charge are highlighted in blue and 

red, respectively. 
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However, the experimental three-dimensional structures of Affitin_1 and Affitin_2 are not 

available. 

The aim of the first part of the study is thus to assess, by means of homology modelling and 

Molecular Dynamics (MD) simulations, whether the fold of the mutated affitins changes compared 

to the fold of the wild type affitin Sac7d. In addition to Affitin_1 and Affitin_2, mutated affitins 

available in the Protein Data Bank (PDB)13 and other affitins purposely designed in silico by our 

research group are also considered. 

 

Protocol 

Affitins object of the study 

The aim of this first part of the study is to have a view as complete as possible of the three-

dimensional structures that mutated affitins can assume. Thus, in addition to the affitins covered 

by the patents (Affitin_1 and Affitin_2, whose sequences are shown in Figure 3.2), other affitins 

are considered. 

With the theoretical purpose of designing a large library of affitins characterized by a variety of 

mutations, it was deemed necessary to assess the stability of Sac7d following the introduction of 

“extreme” changes in the amino acid sequence. Five sequences (Figure 3.3) were thus designed, 

with mutations mainly involving the 14 residues that interact with DNA. The emphasis was placed 

on amino acid sequences that allowed for the investigation of the structural role of electrostatic 

interactions. A mutant, named Seq_A, was thus created where the 14 DNA-binding residues were 

replaced with alanines. A different one, named Seq_B, foresaw the introduction of 14 isoleucine. 

These two were conceived to study the effects of small-sized (Seq_A) and slightly larger (Seq_B) 

apolar side chains. Subsequently, the study shifted to Seq_D, a mutant with arginine (whose side 
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chain contains a guanidinium group, protonated at physiological pH) replacing all residues, among 

the 14, that had a negative charge in the side chain. Additionally, two mutants named Seq_C and 

Seq_E were studied, with glutamates replacing some residues with positively charged side chains 

in the wild type. The sequences of the five affitins Seq_A, Seq_B, Seq_D, Seq_C, and Seq_E are 

shown in Figure 3.3. 

 

Figure 3.3 - Alignment of the sequences of the wild type affitin Sac7d and of the affitins designed in silico (Seq_A, Seq_B, Seq_D, 

Seq_C, and Seq_E). Assignment of the secondary structure is based on Sac7d structure. The positions of the mutations are shown 

in yellow and are located at β-strands β1, β3, β4 and β5. The residues carrying a positive and negative charge are highlighted in 

blue and red, respectively. 
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Moreover, starting from the sequence of the wild type affitin Sac7d (PDB ID: 1AZQ, 

https://www.rcsb.org/structure/1azq), a search was performed in the PDB for proteins that show a 

sequence similar to that of the wild type. Excluding PDB entries in which the affitins are 

complexed with DNA or are alone, six affitins with mutations in the residues responsible for DNA 

binding in the wild type forms were retrieved. Each of these affitin binds a different protein partner. 

The PDB IDs of the affitin-protein complexes are shown in Table 3.1, together with the name of 

the protein partners, the sequence identity with respect to the wild type, the reference to the 

corresponding paper, and the year in which the structures were released in the PDB. As the three-

dimensional structures of these affitins in complex with their protein partners are known, the aim 

is to verify whether the fold remains the same in solution. The affitins will be referred to with their 

respective PDB IDs. 

 

PDB ID Partner of the affitin 

Sequence 

identity to 

1AZQ (%) 

Reference Year 

1AZQ DNA 100 21 1999 

4CJ1 Endoglucanase D 80 27 2014 

4CJ0 Endoglucanase D 78 27 2014 

4CJ2 Lysozyme C 78 27 2014 

5UFE GTPase KRas 64 28 2017 

5UFQ Mutated GTPase KRas 64 28 2017 

5ZAU Tyrosine-protein kinase Fyn 63 29 2019 

6QBA Retinol-binding protein 4 63 30 2020 

 

Table 3.1 – List of the PDB IDs that identify the complexes affitins-partners. The partner of the affitins, the sequence identity with 

respect to the wild type, the reference, and the year of release of the structures in PDB are also shown. 

 

https://www.rcsb.org/structure/1azq
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Preparation of the three-dimensional structures of the affitins 

The same procedure was applied for both the affitins object of the patents, i.e., Affitin_1 and 

Affitin_2, and the affitins designed in silico, i.e., Seq_A, Seq_B, Seq_D, Seq_C, and Seq_E. The 

three-dimensional structures were built, starting from their sequences (Figure 3.2 and Figure 3.3), 

exploiting the availability of the three-dimensional structure of the wild type affitin Sac7d. A 

homology modelling procedure was employed, using a tool included in Bioluminate® 

(Schrödinger Release 2023-3: BioLuminate, Schrödinger, LLC, New York, NY, 2023) and setting 

the three-dimensional structure of Sac7d (PDB ID: 1AZQ) as template. The models were then 

refined via the Protein Preparation Wizard tool31 (Schrödinger Release 2023-3: Protein Preparation 

Wizard; Prime, Schrödinger, LLC, New York, NY, 2023). 

The structures of the affitins retrieved from the PDB (Table 3.1) were imported in Bioluminate® 

and processed with the Protein Preparation Wizard tool as well. Water molecules and counterions 

were removed, hydrogen atoms and other possibly missing atoms were added, missing side chains 

and loops were rebuilt, the hydrogen bonding network was optimized, and an energy minimization 

of hydrogen atoms was performed. 

From this point onwards, all the affitins considered were treated with the same protocol. 

 

Molecular Dynamics simulations 

Set-up 

The structures of the affitins were subjected to Molecular Dynamics (MD) simulations with the 

aim of evaluating whether the fold of the wild type affitin is preserved following the introduction 

of the mutations in the amino acid sequence. The same MD protocol was applied for all the affitins. 
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MD simulations were performed with the open-source software Gromacs32 (2020.6 release). To 

speed up the calculations, a united atom force field, namely the Gromos 53A6 force field33 was 

used. The SPC water model34 was used, a choice derived from the fact that SPC is the water model 

used for both parameterization33 and, of course, validation35 of the Gromos 53A6 force field. 

Affitins were centred in dodecahedral boxes, keeping a minimum distance of 1 nm from the 

edges, and solvated with water molecules. Chloride and sodium ions were added to achieve the 

electroneutrality of the systems. Periodic Boundary Conditions (PBC) were applied in the three 

dimensions. The systems were minimized with the steepest descent and conjugate gradient 

algorithms until a convergence criterium of 100 kJ mol-1 nm-1 was reached. Bonds involving 

hydrogen atoms were constrained with LINCS algorithm36 at all stages of the simulations. The 

equations of motion of atoms were integrated with the leap-frog algorithm every 2 fs. A 1.4 nm 

cut-off was applied to van der Waals and electrostatics interactions, beyond which the latter have 

been treated with the Particle Mesh Ewald (PME) algorithm37. Initial velocities were generated 

from a Maxwell distribution at 300 K with a random seed. Solvent was equilibrated at constant 

temperature (300 K) for 1 ns and at constant temperature (300 K) and pressure (1 bar) for an 

additional 1 ns. Protein and solvent (including ions) were coupled to two velocity-rescaling 

thermostats38,39 every 0.1 ps and to a Parrinello-Rahman barostat40,41 every 2 ps. During this stage, 

position restraints (1000 kJ mol-1 nm-2) were applied to the heavy atoms of the proteins. Three 

independent 300 ns production runs were performed at constant temperature (300 K) and pressure 

(1 bar), using the thermostats and the barostat mentioned in the previous lines. MD simulations 

were also carried out with the all-atom AMBER99SB-ILDN force field42, to check whether the 

result was dependent on the force field used. These simulations were conducted with the same set-



 

 

3.12 

up used for those with the Gromos 53A6 force field. However, the TIP3P water model43 was used, 

as it is the one used in the development of the AMBER99SB-ILDN force field. 

 

Analysis 

The MD trajectories were visually inspected with the Virtual Molecular Dynamics software44. 

Prior to this, the PBC were properly treated, and the trajectories were fitted on the first frame (gmx 

trjconv module). The analysis included: calculation of the root-mean-square deviation (RMSD) of 

backbone atoms, clustering of the sampled conformations, calculation of the root-mean-square 

fluctuations (RMSF) of backbone atoms, and calculation of the fraction of secondary structure. 

The RMSD calculations of backbone atoms were performed on the three trajectories of each affitin 

after fitting on the first frame (gmx rms module), mainly to verify the convergence of the MD 

simulations. For each affitin, the three 300 ns long trajectories were then concatenated, and the 

subsequent analysis were carried out on the cumulative trajectories every 500 ps, for a total of 

1800 frames. RMSF of backbone atoms of each residue were calculated with the gmx rmsf module. 

The cumulative trajectories were then fitted again on the backbone atoms of the less movable 

residues (RMSF < 0.3 nm). Cluster analysis was performed as follows: i) RMSD matrix of 

backbone atoms was calculated (gmx rms); ii) clustering was done on the basis of RMSD matrix 

of backbone atoms with gmx cluster module, gromos algorithm45 and a 0.4 nm cut-off. The central 

frames (from now on, centrotypes) of the most populated cluster were superimposed to the 

structure of the wild type affitin. The Define Secondary Structure of Proteins (DSSP) algorithm46, 

implemented in gmx do_dssp module, was used to analyse the secondary structure of affitins 

during the MD simulations. 
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Results 

In this section, the analysis carried out on the MD simulations of the affitins are shown. Most of 

the section will be devoted to the discussion of what was observed for Affitin_1 and Affitin_2, in 

relation to Sac7d, whose sequences were shown in Figure 3.2, as they are the main focus of this 

part of the study. The results for the affitins retrieved from the PDB (Table 3.1) and those designed 

in silico (Figure 3.3) will be shown here only briefly and reported more extensively in Appendix 

2.2. 

 

MD simulations analysis of Sac7d, Affitin_1 and Affitin_2 

RMSD of backbone atoms 

The RMSD of backbone atoms were calculated to verify the convergence of the MD simulations. 

Figure 3.4 shows the trends of this value for the wild type affitin Sac7d and for the affitins object 

of the patents1,2, Affitin_1 and Affitin_2. 

 

Figure 3.4 – Root-mean-square deviations (RMSD) of the backbone atoms of the wild type affitin Sac7d and of Affitin_1 and 

Affitin_2 during the three 300 ns long replica (R1-R2-R3). 
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Most of the increase in these values occurs in the first part of the simulations. Indeed, by 

calculating the standard deviation (SD) of RMSD in three time intervals of the simulations, i.e., 0-

100 ns, 100-200 ns and 200-300 ns, the highest SD values are generally obtained for the first two 

time span. Considering the three replicas, the RMSD of Sac7d and Affitin_2 stabilizes at around 

0.35 nm with respect to the starting frames, while it stabilizes at around 0.45 for Affitin_1. Overall, 

the simulations can be said to be converged. 

 

RMSF of backbone atoms 

The RMSF of backbone atoms was calculated to assess which residues show a greater mobility 

during the simulations and, on the other side, which retain their position and thus contribute to the 

stabilization of the structures. Figure 3.5 shows the comparison of RMSF for the three affitins. 

Sac7d, Affitin_1, and Affitin_2 behave in a very similar way, showing a greater mobility in the 

residues (see assignment of the secondary structure of the wild type in Figure 3.2) belonging to 

the terminals (residues 1-2, and 64-66), α-helix (residues 53-63), bend or turn motifs in between 

the strands (residues 9-10, 17-19, 27-28, and 37-38) and between the strand β5 and the α-helix 

(residues 47-52). 

 

Figure 3.5 – Root-mean-square fluctuations (RMSF) of backbone atoms of each residue calculated for affitins Sac7d, Affitin_1, 

and Affitin_2 on the cumulative trajectories. 
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Cluster analysis 

Cluster analysis of the sampled conformations was performed on the cumulative trajectories 

with the gromos algorithm and a 0.4 nm cut-off with the aim of identifying the most representative 

conformations of the affitins in aqueous solution, i.e., those most frequently sampled during the 

simulations. The population of the clusters is shown in Table 3.2. 

Sac7d Affitin_1 Affitin_2 

#cluster pop pop % #cluster pop pop % #cluster pop pop % 

1 1355 75% 1 1416 79% 1 1558 87% 

2 224 12% 2 243 13% 2 162 9% 

3 80 4% 3 105 6% 3 29 2% 

4 

 

 

70 4% 4 

 

 

23 1% 4 

 

 

28 2% 

5 

6 

40 2% 5 

6 

14 1% 5 

6 

13 1% 

6 

 

16 1%    6 7 0% 

7 10 1%    7 3 0% 

8 4 0%    8 1 0% 

9 1 0%       

10 1 0%       
Table 3.2 – Population of the clusters calculated on the cumulative MD trajectories of Sac7d, Affitin_1 and Affitin_2 

The centrotypes of the clusters were superimposed to the crystallographic structure of the wild 

type affitin Sac7d and visually inspected. All affitins present only one mostly populated cluster 

(representative of the 75%, 79%, and 87% of the overall sampling of Sac7d, Affitin_1, and 

Affitin_2, respectively); their centrotypes are shown in Figure 3.6. 

 

Figure 3.6 - Left: superposition of Sac7d crystallographic structure (PDB ID: 1AZQ, in black) and centrotype of the most populated 

cluster (75%, green). Centre: Affitin_1 centrotype of the most populated cluster (79%, blue). Right: Affitin_2 centrotype of the most 

populated cluster (87%, red). 

 



 

 

3.16 

It can be observed that: i) the fold of Sac7d in aqueous solution is almost entirely conserved with 

respect to the crystallographic structure; ii) the fold of the two engineered affitins is mostly 

identical to that of the wild type affitin. 

 

Secondary structure 

The Define Secondary Structure of Proteins (DSSP) algorithm46 was employed for the 

calculation of the fractions of structured and not structured elements of the affitins observed along 

the MD simulations. Based on this approach, the sum of α-helix, β-sheet, β-bridge and turn 

elements constitutes the structured part of a protein. Table 3.3 shows the time-averaged fraction of 

these elements. 

 Structure Coil β-Sheet β-Bridge Bend Turn α-Helix 5-Helix 3-Helix 

Sac7d 0.73 0.16 0.46 0.00 0.09 0.13 0.14 0.00 0.01 

Affitin_1 0.67 0.18 0.47 0.01 0.11 0.12 0.07 0.02 0.02 

Affitin_2 0.65 0.19 0.43 0.01 0.12 0.11 0.10 0.01 0.03 

Table 3.3 - Secondary structure elements of wild type affitin Sac7d and of the Affitin_1 and Affitin_2 calculated on the three 

concatenated replica (total simulation time is 3 * 300 ns for each structure) with the Define Secondary Structure of Proteins (DSSP) 

algorithm. The term “Structure” refers to the sum of α-helix, β-sheet, β-bridge and turn elements. 

 

As reported in Table 3.3, Sac7d shows the highest fraction of structured elements: 0.73 overall, 

to be compared with 0.67 (Affitin_1) and 0.65 (Affitin_2). Concerning the β-sheet fraction, a large 

part of which is involved in the mutations, it can be stated that it is totally conserved in Affitin_1 

(0.47 to be compared with 0.46 of Sac7d) and mostly conserved in Affitin_2 (0.43). Part of the α-

helix is lost (0.07 and 0.10 for Affitin_1 and Affitin_2, respectively, to be compared with 0.14 in 

the wild type) but this should be of no concern as it does not belong to an area involved in the 

binding of a partner. 

The fraction of secondary structure elements can also be analysed as a function of the simulation 

time. As an example, these trends are shown in Figure 3.7 for the three affitins, one replica each. 
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Figure 3.7 – DSSP analysis along the MD trajectories shown for replica 1 (R1) of Sac7d (top panel), Affitin_1 (middle panel), and 

Affitin_2 (bottom panel). 

 

Overall, the analysis performed showed that the fold of these affitins is stable in aqueous solution 

and that Affitin_1 and Affitin_2 behave in a very similar way with compared to the wild type. 

 

MD simulations of Sac7d, Affitin_1 and Affitin_2 were also performed with the all-atom 

AMBER99SB-ILDN force field42, in order to check if what was observed was not totally 
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dependent on the parameters of the Gromos 53A6 force fied33. Analysis of these trajectories 

showed an even higher stability. The data are shown in Appendix 2.1. 

Considering that the two force fields led to similar results, it was decided to employ the Gromos 

53A6 force field as it reduces the computational cost, being a united-atom force field. 

 

MD simulations analysis of other affitins 

MD simulations with the Gromos 53A6 force field were carried out also for the affitins shown 

in Table 3.1 and Figure 3.3, revealing an overall similar behaviour in aqueous solution. The 

centrotypes of the most populated clusters are shown in Figure 3.8. The other analysis carried out 

on the trajectories are shown in Appendix 2.2 and all contribute to the depiction of very stable 

structures. 

 

Figure 3.8 – Top panel: superimposition of crystallographic structures of affitins shown in Table 3.1 (in pink) to the centrotypes 

of the most populated clusters, together with the percentage of their representativeness of the total sampling. Bottom panel: 

centrotypes of the most populated clusters of affitins shown in Figure 3.3, together with the percentage of their representativeness 

of the total sampling. 
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Discussion 

The aim of this part of the study was to assess whether and how the structure of mutated affitins 

changes compared to that of the wild type affitin Sac7d. 

Homology models were therefore built for the affitins object of the patents (Affitin_1 and 

Affitin_2), and for five affitins designed in silico with the aim of having the broadest possible 

picture of the mutations that can be introduced without altering the fold. Among the 55 available 

in the PDB, the six mutated affitins in complex with a protein partner were also retrieved. 

MD simulations were carried out with two different force fields, i.e., the united-atom Gromos 

53A6 and the all-atom AMBER99SB-ILDN force fields, to analyse the behaviour of affitins in 

aqueous solution and to check the eventual dependency on the force field. The clustering of the 

sampled conformations, the calculation of the RMSF of backbone atoms, and the analysis of the 

secondary structure via the DSSP algorithm, all showed that the introduction of mutations in the 

DNA-binding region does not significantly affect the fold of any of the affitins considered here. 

The strands forming the β-sheets, where the mutations were introduced, are overall conserved. A 

partial unfold of the α-helix is sometimes observed during the simulations, but this is of less 

importance since this region is not involved in partner binding. Very similar behaviour was 

observed with both the Gromos 53A6 and the AMBER99SB-ILDN force fields. 

 

In conclusion, it can be stated that it is possible to introduce any mutation in the β-sheet region 

of Sac7d without observing significant changes in the composition of the secondary structure, at 

least up to a sequence identity of around 60%. This result illustrates, in principle, the possibility 

of designing affitins with any sequence that could be used for targeting other protein partners of 

biological interest, thus confirming that affitins are useful antibody mimetics. 
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The main focus remains on Affitin_1 and Affitin_2, objects of the patents owned by Bracco 

S.p.A. The structures obtained by homology modelling followed by MD simulations, and the 

centres of the most populated clusters in particular, will be used for the prediction of the structures 

of the complexes they form with the HER2 receptor (Section 3.2). 
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3.2 – Guiding competitive binding assays using Affitins-HER2 interaction 

prediction 

In the present section, the problem of predicting the structure of the complexes HER2-Affitin_1 

and HER2-Affitin_2 is addressed. 

As mentioned in Section 2, molecular docking approaches are widely employed for a rapid, 

preliminary prediction of the three-dimensional structure of a biomolecular complex, such as a 

protein-protein complex. However, the accuracy of the scoring functions that describe the 

likelihood of the many docking poses that are usually obtained, does not allow for the 

determination of a unique structure of a protein-protein complex.  

Two consequences arise from this. 

The first concerns the coupling of the modelling procedure with experimental tests, which 

provide unequivocable information on the binding interface. In fact, any available experimental 

evidence on the binding mode should be incorporated into the docking calculation, in order to 

“restrain” the results of the prediction to solutions that fit what is known with certainty. Then, what 

results from an in silico prediction cannot be taken for granted: instead, docking models should be 

used to perform targeted experimental tests that may or may not confirm what has been predicted 

with the model. 

The second consequence concerns the need to assess the reliability of the obtained docking poses 

(see Section 2.3 for a brief summary of possible “post-docking” procedures). This would also 

reduce the number of models to be considered for experimental testing. 

Summing up, a correct procedure for the prediction of a protein-protein complex should include 

the following points: 
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1) The setting up of a docking calculation that takes into account all available information about 

the binding interface. 

2) The evaluation of the docking models obtained with procedures based on different 

approaches, as the docking scoring function alone cannot unequivocally determine the most 

likely structure of the complex. 

3) The comparison of (a subset of) the docking models with available experimental information, 

e.g., other eventual partners of one of the two docked proteins. 

 

In the present section, a procedure for the evaluation of the docking models is first presented, 

based on a dataset of known complexes involving mutated affitins and protein partners (Section 

3.2.1). The focus is then shifted to the central aim of the study, i.e., the prediction of the complexes 

HER2-Affitin_1 and HER2-Affitin_2 (Section 3.2.2). Experimental information to be exploited 

to guide the docking calculation is indeed available. In fact, competitive binding assays showed1,2 

that both Affitin_1 and Affitin_2 bind HER2 epitopes different from those involved in the binding 

of mAbs Trastuzumab and Pertuzumab: this will be used as an input in the docking prediction. 

Furthermore, it is known that Affitin_1 and Affitin_2 compete for the same binding site (Bracco 

S.p.A. internal communication); this evidence will be evaluated a posteriori. To conclude, HER2 

has several known protein partners, and the structures of these complexes are available in the PDB. 

This information will be combined with a subset of docking models, identified based on the 

considerations made in Section 3.2.1, to drive experimental tests. 
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3.2.1 – Set-up of a docking and post-docking procedure based on a dataset of 

known affitin-protein complexes 

Protocol 

Dataset preparation 

The affitin-protein complexes considered are those identified in Section 3.1. The PDB IDs are 

shown in Table 3.4, together with the chains selected for docking calculations. 

PDB ID Partner of the affitin: name; chain used Affitin: name; chain used 

4CJ1 Endoglucanase D; chain A E12 affitin; chain B 

4CJ0 Endoglucanase D; chain A H3 affitin; chain B 

4CJ2 Lysozyme C; chain B H4 affitin; chain D 

5UFE GTPase KRas; chain A 
R11.1.6; chain D (5UFQ) 

5UFQ Mutated GTPase KRas; chain A 

5ZAU Tyrosine-protein kinase Fyn; chain A Monobody binder; chain B 

6QBA Retinol-binding protein 4; chain A DNA-binding protein 7a; chain A 

Table 3.4 – PDB IDs of the complexes selected for the docking calculations. Proteins names and chains selected are stated; where 

multiples chains were available, the one more structurally complete was chosen. 

 

The structures of the proteins partners in the complexes were superimposed to their respective 

unbound forms, when available, to check whether a significant change in their fold occurred upon 

binding. This does not appear to be the case: therefore, the bound structures of these proteins can 

be confidently used in the docking prediction. 

The protein structures retrieved from the PDB were processed using the tool Protein Preparation 

Wizard31 included in the Schrödinger package (Schrödinger Release 2023-3: Protein Preparation 

Wizard; Prime, Schrödinger, LLC, New York, NY, 2023). The structures were subjected to: 1) 

removal of water molecules and counterions, if present; 2) addition of hydrogens and other 
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eventually missing atoms; iii) rebuilding of possibly missing side chains and loops with Prime47,48; 

iv) optimization of hydrogen bonding network at neutral pH; v) minimization of hydrogen atoms. 

 

Docking calculations 

Docking calculations were performed with the web server ClusPro49,50,51,52. The structures of 

affitins and their partners were uploaded as “ligand” and “receptor”, respectively.  

The ClusPro web server foresees the following three steps: i) rigid-body docking by sampling 

billions of conformations; (ii) root-mean-square deviation (RMSD)-based clustering of the 1000 

lowest-energy structures generated; iii) refinement of the selected structures using energy 

minimization. 

The interaction energy between two proteins is calculated with the following expression. 

E = w1Erep + w2Eattr + w3Eelec + w4EDARS 

where: Erep and Eattr account for the repulsive and attractive contributions of the van der Waals 

interaction, respectively, Eelec accounts for the electrostatic interactions, and EDARS is related to 

desolvation contributions. Four scoring schemes (“balanced”, “electrostatic-favoured”, 

“hydrophobic-favoured” and “van der Waals + electrostatics”) are available, in which different 

weights (w1, w2, w3, w4) are assigned to the terms in the expression of the interaction energy50. 

The performance of the four scoring schemes was evaluated by comparing the obtained models 

with the reference crystallographic structures. The comparison was performed by calculating a 

parameter, henceforth called crystal_RMSD, which describes the distance of a docking model 

from the reference structure. crystal_RMSD is calculated as follows: 1) the Cα atoms of the 

“receptor” (the larger protein) of the docking models are fitted on the same atoms of the 
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crystallographic structure; 2) the RMSD of the Cα atoms of the “ligand” (the smaller protein) of 

the docking models is calculated with respect to the crystallographic structure.  

Docking poses having crystal_RMSD ≤ 5 Å are considered native, while those with 

crystal_RMSD > 5 Å are considered non-native. 

The reranking of the top ten docking poses according to crystal_RMSD values highlights that, 

for these complexes, the “balanced” scoring scheme performs better than the others, in the sense 

that it usually ranks the docking poses with the lowest crystal_RMSD values in the first positions. 

More precisely, the “balanced” scheme ranks the pose with the lowest crystal_RMSD value in the 

first position for six out of the seven complexes in the dataset. This number is 5, 4 and 1 for the 

"electrostatics", "hydrophobic" and " van der Waals + electrostatics" scoring schemes, respectively 

(see Appendix 2.3). Therefore, the “balanced” scoring scheme was chosen for the following part 

of the study. 

 

Evaluation of the docking models: DockQ 

In Section 2.3, the limitations of docking scoring functions were illustrated. This implies the 

need to evaluate the reliability of docking poses with additional approaches. One of these focuses 

on assessing the stability of docking models during MD simulations53 and is based on the idea that 

native models, i.e., models closer to the true structure of the complex, should be more stable during 

the simulations than non-native models. In other words, the mutual position of the two partners 

should not change significantly in native models. 

The stability, and thus the quality of the models, is evaluated through the calculation of the 

parameter DockQ54 along the MD trajectories. DockQ originates from the three CAPRI 

parameters55 interface-RMSD (I-RMSD), ligand-RMSD (L-RMSD), and fraction of native 
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contacts (Fnat), that were presented in Section 2.3 together with the DockQ parameter. DockQ 

ranges from 0 to 1: high-quality models are defined by DockQ ≥ 0.80, medium-quality for 0.80 > 

DockQ ≥ 0.49, acceptable-quality for 0.49 > DockQ ≥ 0.23, and models are incorrect if DockQ < 

0.23. 

For all the complexes shown in Table 3.4, MD simulations were performed for the reference 

structure, for the two docking poses showing the two lowest crystal_RMSD values, and for the 

two docking poses showing the two highest crystal_RMSD values. The pose with the lowest 

crystal_RMSD value is labelled with A, the one with the second lowest value is labelled with B. 

The poses having the second highest and the first highest crystal_RMSD values, are labelled C 

and D, respectively. 

MD simulations were performed with Gromacs32 (release 2020.6) and the trajectories were 

visualized with Virtual Molecular Dynamics44. The united-atom Gromos 53A6 force field33 was 

used together with the SPC water model34. Proteins were centred in cubic or dodecahedral boxes, 

keeping a minimum distance of 1 nm from the edges, and solvated with water molecules. Chloride 

and sodium ions were added to reach electroneutrality. Periodic Boundary Conditions (PBC) were 

applied in the three dimensions. The systems were minimized with steepest descent and conjugate 

gradient algorithms until a convergence criterium of 100 kJ mol-1 nm-1 was reached. The equation 

of motion of atoms were integrated with the leap-frog algorithm every 2 fs. A 1.4 nm cut-off was 

applied to van der Waals and electrostatics interactions, beyond which the latter were treated with 

PME37. The set-up of equilibration and production runs followed the work by Jandova et al.53: 

after energy minimization, initial velocities were generated from a Maxwell distribution at 50 K 

with a random seed. Then, systems were progressively heated up (50, 150, 300 K) while the heavy 

atoms were positionally restrained with decreasing force constants (1000, 100, 10 kJ mol-1 nm-2). 
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Production runs were performed in NPT ensemble at 1 bar and 300 K, by coupling proteins and 

solvent to two velocity-rescaling thermostats38,39 every 0.1 ps and to a Berendsen barostat38 every 

1 ps. All bonds were constrained with LINCS36. Analyses were performed every 500 ps. Two 

replicas (100 ns each) were carried out for the crystal structures and for each of the four docking 

poses considered, for a total simulation time of 1 μs for each complex. 

In addition to the CAPRI parameters (I-RMSD, L-RMSD, Fnat) and the overall DockQ 

parameter, other parameters were monitored during the MD simulations. The buried surface area 

(BSA) was calculated with the gromacs module gmx sasa, the number of hydrogen bonds (HB) 

with the module gmx hbond, and the protein-protein interaction energy (EPP) with the module gmx 

energy. 

 

Evaluation of the docking models: MLCE 

The docking models were also evaluated through a totally different approach. 

The Matrix of Local Coupling Energies (MLCE)56,57,58,59 is a method that can be used for 

identifying areas (from now on, patches) of an isolate protein that are more likely to interact with 

a partner, by combining energetic and structural considerations. MLCE is based on the hypothesis 

that residues playing an important role in the stabilization of the protein folding are not the same 

that could bind a partner. The analysis of the interaction energy that each residue establishes with 

all other residues of the protein accounts for these different roles. Residues which strongly interact 

with the rest of the protein are related to the stabilization of the folding core. The recognition sites, 

instead, may have weaker pair interactions, as in this way they can easily undergo conformational 

changes which can make the protein able to recognize and bind a partner. The analysis of the 

interaction energies of all the amino acids in a protein consists in calculating for each residue the 
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non-bonded part of the potential energy (van der Waals, electrostatic interactions, solvent effects) 

via a MM-GBSA calculation. The resulting symmetric N×N interaction matrix M_ij (where N is 

the number of residues of the protein) is then diagonalized and decomposed in eigenvalues and 

eigenvectors. The first eigenvector is then used to rebuild the energy matrix and multiplied with 

the contact matrix, which is built from the protein structure, through the Hadamard product, 

obtaining the MLCE matrix. This matrix is then used to rank spatially contiguous residue pairs 

with respect to the strengths of their energetic interactions (weakest to strongest). Potential 

interacting zones are then selected based on the spatial proximity of residues pairs showing the 

lowest energetic coupling with the rest of the protein, usually selecting the top 15% (but this cut-

off can be varied) spatially contiguous residue pairs with the lowest-energy interactions. 

 

The MLCE approach was thus used for predicting the binding sites, i.e., the patches, on the 

protein partners of the affitins (see Table 3.4) with the idea of exploiting the patches to evaluate 

the quality of docking models. If a model overlaps with a patch, then it can be expected to be more 

likely than poses that do not show a match with any of the patches. 

Calculations were performed with the REBELOT program, version 1.3.2 

(https://github.com/colombolab/MLCE). Calculations were performed on the centrotypes of a 

number of clusters covering at least 90% of the conformation variability sampled during three 

independent MD simulations (100 ns each, ran as in paragraph “Evaluation of the docking models: 

DockQ”). The patches were predicted on the centrotype of the most populated cluster considering 

the top 15% or top 10% of spatially contiguous residue pairs with the lowest-energy interactions.  

https://github.com/colombolab/MLCE
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The patches predicted on the affitins partners were then compared with the residues of the same 

proteins that are shown to interact with the affitins in the crystallographic structures and in the four 

docking poses. 

 

Results 

Docking calculations 

Docking calculations between affitins and their partners were performed with the “balanced” 

scoring scheme in ClusPro50,51. The crystal_RMSD values were calculated for the docking poses 

of all the complexes considered. The crystal_RMSD values of the first ten poses are shown in 

Table 3.5. For all complexes, one or more native poses (crystal_RMSD ≤ 5 Å) are found among 

the top ten in the ClusPro ranking. In particular, for complexes 4CJ0, 4CJ1, 6QBA, and 5UFE, 

two native poses were produced by ClusPro, while only one was produced for 4CJ2, 5ZAU and 

5UFQ. 

 

 crystal_RMSD (Å) 

ClusPro ranking 4CJ1 4CJ0 4CJ2 5UFE 5UFQ  5ZAU 6QBA 

#0 1.3 2.2 1.6 2.0 2.1 2.8 3.3 

#1 3.8 8.0 25.1 14.0 10.0 14.6 8.1 

#2 4.1 5.8 22.7 8.9 12.7 8.9 2.6 

#3 7.1 5.9 11.2 4.5 11.2 6.6 10.6 

#4 4.2 3.0 7.2 12.9 5.5 20.3 9.7 

#5 5.4 7.9 26.3 11.9 6.9 17.6 11.3 

#6 6.6 5.8 12.0 15.4 17.3 13.0 19.4 

#7 8.5 4.0 24.5 5.2 9.7 18.6 12.5 

#8 12.2 7.7 27.3 25.6 6.5 26.3 9.4 

#9 9.8 3.0 24.5 26.8 9.9 19.7 9.4 
Table 3.5 – Crystal_RMSD values are shown for the top ten poses ranked according to the ClusPro score (pose #0 is considered 

the best) for the complexes under study. Crystal_RMSD values are coloured from dark green (lowest value for the specific complex) 

to white (highest value). 
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It is evident that ClusPro ranking does not always correlate with the actual quality of the models, 

which is here quantified with crystal_RMSD. It sometimes happens that models closer to the 

reference structure, i.e., those with a lower crystal_RMSD value, are ranked after models of lower 

quality. This is for example the case for the complex 6QBA, whose best model, for which 

crystal_RMSD = 2.6 Å, is ranked third (#2 in Table 3.5), after a model (#1) with crystal_RMSD 

= 8.1 Å. 

This highlights the need, for a realistic docking scenario where the reference structure is not 

available, to employ a procedure capable of distinguishing among correct / native and incorrect / 

non-native models. 

For each complex, four docking poses were selected for further analysis aimed at finding out a 

possible way to properly discriminate among them. More specifically, the chosen poses are: 

- the poses showing the lowest (pose A) and the second lowest (pose B) crystal_RMSD value; 

- the poses showing the highest (pose D) and the second highest (pose C) crystal_RMSD 

value. 

Poses A are native (crystal_RMSD ≤ 5 Å) for all the complexes, poses B are native (4CJ1, 4CJ0, 

5UFE, and 6QBA) or non-native (4CJ2, 5UFQ, and 5ZAU), poses C and D are always non-native. 

These poses are summarized in Table 3.6 and shown in Figure 3.9, superimposed on the reference 

structures of the complexes. 

 Pose A Pose B Pose C Pose D 

4CJ1 #0 - 1.3 - N #1 - 3.8 – N #9 - 9.8 – NN #8 - 12.2 - NN 

4CJ0 #0 - 2.2 – N #4 - 3.0 – N #5 - 7.9 – NN #1 - 8.0 – NN 

4CJ2 #0 - 1.6 – N #4 - 7.2 – NN #5 - 26.3 - NN #8 - 27.3 – NN 

5UFE #0 - 2.0 – N #3 - 4.5 – N #8 - 25.6 – NN #9 - 26.8 – NN 

5UFQ  #0 - 2.1 – N #4 - 5.5 – NN #2 - 12.7 – NN #6 - 17.3 – NN 

5ZAU #0 - 2.8 – N #3 - 6.6 – NN #4 - 20.3 – NN #8 - 26.3 – NN 

6QBA #2 - 2.6 – N #0 - 3.3 – N #7 - 12.5 – NN #6 - 19.4 – NN 
Table 3.6 - Docking poses selected for the further evaluations. Native poses (crystal_RMSD ≤ 5 Å) are highlighted in green, while 

non-native (crystal_RMSD > 5 Å) poses are in red. Labels N or NN are used to indicate native and non-native poses, respectively. 

The crystal_RMSD values are shown too. 
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Figure 3.9 – Superimposition, on the structures of the affitins partners – shown in grey, of the four docking poses to the reference 

structures. The affitins in the reference structures are shown in blue. The affitins in poses A, B, C, and D are shown in green, 

yellow, orange, and red, respectively. 

 

Evaluation of the docking models: DockQ 

The crystallographic structures and the docking poses A, B, C, and D were subjected to MD 

simulations performed as explained in Methods. 

The average values of the three parameters I-RMSD, L-RMSD and Fnat were calculated along 

the MD trajectories every 500 ps, together with the resulting DockQ values. Table 3.7 shows the 

average values and standard deviations of DockQ of the two replicas of each system, obtained for 
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the crystallographic structure of the complex and for poses A (native for all complexes), B (native 

for 4CJ1, 4CJ0, 5UFE, and 6QBA, and non-native for 4CJ2, 5ZAU and 5UFQ), C and D (always 

non-native). 

 

 DockQ values and quality of the models 

 Crystal Pose A Pose B Pose C Pose D 

4CJ1 0.43 (0.07) – A 0.28 (0.03) – N/A 0.39 (0.03) – N/A 0.48 (0.04) – NN/A 0.23 (0.04) – NN/A 

4CJ0 0.34 (0.07) – A 0.50 (0.03) – N/M 0.31 (0.04) – N/A 0.33 (0.04) – NN/A 0.39 (0.03) – NN/A 

4CJ2 0.64 (0.03) – M 0.52 (0.04) – N/M 0.27 (0.03) – NN/A 0.19 (0.03) – NN/I 0.39 (0.07) – NN/A 

5UFE 0.60 (0.04) – M 0.49 (0.04) – N/M 0.25 (0.05) – N/A 0.31 (0.04) – NN/A 0.29 (0.05) – NN/A 

5UFQ 0.43 (0.09) – A 0.45 (0.03) – N/A 0.30 (0.04) – NN/A 0.20 (0.05) – NN/I 0.23 (0.03) – NN/A 

5ZAU 0.39 (0.05) – A 0.33 (0.04) – N/A 0.27 (0.04) – NN/A 0.32 (0.03) – NN/A 0.34 (0.04) – NN/A 

6QBA 0.48 (0.07) – A 0.44 (0.04) – N/A 0.30 (0.05) – N/A 0.34 (0.04) – NN/A 0.44 (0.04) – NN/A 

Table 3.7 – DockQ average values, derived from the two replicas of each system, and standard deviations in parenthesis. Labels 

N or NN are used to indicate native and non-native poses, respectively. Labels M, A, and I are used to indicate medium, acceptable, 

and incorrect models respectively, based on the DockQ values. 

 

The quality of a model based on DockQ is high/ medium/ acceptable/ incorrect if the DockQ 

value is ≥ 0.80/ ≥ 0.49/ ≥ 0.23/ < 0.2354.  

Looking at the values in Table 3.7, it is essential to remark that none of the simulations 

performed on the crystallographic structures, which should show the highest DockQ values 

overall, led to DockQ values ≥ 0.80 (high quality), whereas only two out of seven (4CJ2 and 5UFE) 

fall in the medium-quality area (DockQ ≥ 0.49). For this reason, the discussion of the results 

obtained on the docking poses will not focus on absolute DockQ values; instead, the ability of the 

DockQ parameter to correlate with the crystal_RMSD will be analysed. 

For what concerns poses A, three out of seven (4CJ0, 4CJ2 and 5UFE) are classified as medium 

quality ones (DockQ ≥ 0.49). As all of them are very close to the crystallographic structure of the 

complex (see Figure 3.9 and the crystal_RMSD values in Table 3.6), similar DockQ values could 
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be expected between poses A and the corresponding crystallographic structures. Instead, in the 

case of 4CJ0, the value obtained for the crystallographic structure is lower, whereas it is slightly 

higher for the other two. For the other four complexes (4CJ1, 5ZAU, 6QBA and 5UFQ) DockQ 

values of the poses A are in the acceptable quality range (DockQ ≥ 0.23). Moreover, 4CJ1 shows 

a 0.28 DockQ value, and it is thus almost classified as an incorrect model (DockQ < 0.23) despite 

its optimal superimposition to the crystallographic structure (crystal_RMSD = 0.13). On the other 

hand, almost all the poses C and D (non-native) have DockQ values falling in the acceptable range. 

The lowest DockQ values were obtained for non-native poses (C or D) only for three out of four 

complexes (pose D for 4CJ1, and C for 4CJ2 and 5UFQ). As for the other complexes, low DockQ 

values correspond to poses B, with some of them being good models. A specific result that is worth 

to mention concerns the complex 6QBA: the same DockQ value (0.44) was calculated both for 

pose A and pose D; in this case a discrimination based on DockQ cannot be done. 

In conclusion, only four out of seven poses A (4CJ0, 4CJ2, 5UFE, and 5UFQ) were identified 

based on DockQ; the doubtful case of 6QBA must also be considered. 

For this reason, it was deemed interesting to monitor other parameters along the MD trajectories, 

namely the buried surface area (BSA), the number of hydrogen bonds (HB) and the protein-protein 

interaction energy (EPP). The focus was addressed to the relative standard deviations (rSD) of 

BSA, HB, and EPP, rather than their average values, as the rSD directly reflects the changes that 

occur in the docking models during the MD simulations. 

To better understand the potential usefulness of these parameters in defining the quality of a 

docking model, a Principal Component Analysis (PCA) was carried out on the correlation matrix 

of Spearman coefficients of the average values of CAPRI parameters, and of the rSD of BSA, HB, 

and EPP. This analysis was performed on the parameters obtained from the entire trajectories.  
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The first two principal components (PCs) account for nearly 85% of the whole data set 

variability. Figure 3.10 shows the combined loadings and scores plots (biplot) derived from the 

PCA. 

 

Figure 3.10 - Biplot of a PCA performed on the correlation matrix of Spearman coefficients of the average values of CAPRI 

parameters and of the rSD of BSA, HB and EPP, calculated on the whole trajectories. C, N, and NN labels indicate crystallographic 

structures, native and non-native poses respectively. Light blue area indicates PC1 < 0.5. Dark blue identifies the intersection 

between areas defined by PC1 < 0.5 and PC2 > 0. 

 

The loadings of the principal components PC1 and PC2 are shown in Table 3.8. 

  PC1 PC2 

L-RMSD 0.4164 -0.4157 

I-RMSD 0.4362 -0.3995 

Fnat -0.4483 0.2665 

BSA 0.3652 0.4504 

HB 0.3294 0.5714 

EPP 0.4399 0.2593 
Table 3.8 - Loadings of principal components PC1 and PC2, obtained from the PCA performed on the correlation matrix of 

Spearman coefficients of the average values of CAPRI parameters and of the rSD of BSA, HB and EPP, calculated on the whole 

trajectories. 

 

PCA analysis shows that I-RMSD, L-RMSD and Fnat are highly correlated, with Fnat showing 

loadings (Table 3.8) of opposite sign. This is expected as the conservation of a high fraction of the 



 

 

3.35 

contacts (a high value of Fnat) is accompanied by limited changes in the position of one protein 

partner relative to the other (low values of I-RMSD and L-RMSD). HB, BSA and EPP are highly 

correlated with each other and almost orthogonal to the CAPRI parameters, thus indicating a lack 

of a correlation with the latter. 

Looking at the components of each object (labelled in Figure 3.10 with C, N, and NN for 

crystallographic structure, native and non-native poses respectively), i.e., their position in the plane 

defined by PC1 and PC2, the following can be stated.  

PC1 is partially able to discriminate the poses: over 70% of Cs and Ns fall within PC1 values < 

0.5 (light blue area in Figure 3.10), while 65% of NNs are above this value. Along PC2, a clear 

distinction is only visible for Cs, as they all lie at PC2 > 0, while Ns and NNs are almost equally 

scattered. The dark blue area in Figure 3.10 identifies the intersection between the areas defined 

by PC1 < 0.5 and PC2 > 0. 

In summary, PCA analysis can discriminate around 70% of native and non-native poses. It could 

therefore be a useful tool for determining the quality of docking poses in a realistic docking 

scenario, where the crystallographic structure of the complex is not available. 

 

Evaluation of the docking models: MLCE 

The MLCE approach was used to predict the binding sites (patches) on the protein partners of 

the affitins. The aim was to exploit the predicted patches for the evaluation of the quality of the 

docking models: models in which the affitin overlaps with a patch can be considered more likely 

than those that do not show a match with any of the patches. 
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It should be remarked that MLCE predicts protein areas that can be recognized by any potential 

binding partner. In this case, this means that not all the predicted patches are regions that are 

actually involved in the binding of affitins. 

Calculations were performed as in Methods. Figure 3.11 shows the crystallographic structures 

of the complexes, with the patches on the protein partners of the affitins highlighted in different 

colours to make visible whether they correspond to the actual binding sites of the affitins. The 

reliability of the MLCE prediction varies depending on the protein considered. 

For the partner binding the affitin in the complex 6QBA, a large patch involving all the 

interacting residues is predicted (Figure 3.11). For five out of the seven analysed complexes (4CJ0, 

4CJ1, 4CJ2 and 5ZAU), a partial overlap is observed between the MLCE-based patches and the 

partners residues that actually interact with the affitins. Finally, the predictions performed on the 

partners of the affitins in the complexes 5UFE and 5UFQ do not include residues responsible for 

the binding of the affitins. 



 

 

3.37 

 

Figure 3.11 – Crystallographic structures of the complexes object of the study. The affitins are shown in pink. The partners of the 

affitins are shown in light grey. The MLCE-predicted patches on the partners of the affitins are shown as in the legend in the figure, 

according to their degree of coupling with the protein itself. 

 

Given these results, it can be concluded that in most of the situations analysed here, MLCE was 

able to identify residues involved in the binding of the affitins. Therefore, MLCE could be used as 

a tool for the reranking of docking poses. 

The number of residues of the affitins in the docking poses A, B, C, and D that interact with 

residues belonging to the predicted patches on the protein partners was calculated; these are shown 

in Table 3.9. 
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 4CJ1 4CJ0 4CJ2 5UFE 5UFQ 5ZAU 6QBA 

Pose A 10 7 15 1 0 14 23 

Pose B 3 4 5 1 1 13 23 

Pose C 0 3 9 15 2 14 18 

Pose D 12 1 12 13 9 2 1 
Table 3.9 - Number of residues of the affitins in the docking poses A, B, C, and D that interact with residues belonging to the 

patches predicted on the protein partners. The highest number of residues for each complex is highlighted in green. 

 

For complexes 4CJ0 and 4CJ2, the highest number of affitin residues interacting with a patch is 

observed for poses A, i.e., those closest to the reference structures. Complexes 5ZAU and 6QBA 

show the highest number of affitin residues interacting with a patch for two poses at the same time, 

namely poses A and C in 5ZAU, and poses A and B for 6QBA. Finally, for complexes 4CJ1, 

5UFE, and 5UFQ, the highest number of affitin residues interacting with a patch is found for 

docking poses C or D, which are non-native.  

Overall, two poses A (4CJ0 and 4CJ2) can be identified on the basis of MLCE analysis. Of the 

two doubtful cases (5ZAU, 6QBA) where poses A could not be distinguished from others, it is 

worth noting that, concerning 6QBA, pose B is close to pose A, having crystal_RMSD values of 

3.3 Å and 2.6 Å, respectively (see also Figure 3.9). 

These results indicates that the quality of a docking model cannot be defined solely on the basis 

of MLCE prediction only; however, at the same time, the comparison with the patches can be 

useful when considered in conjunction with a different approach aimed assessing the quality of the 

poses. 

 

DockQ-MLCE consensus approach 

In the paragraphs above, two totally different approaches, namely DockQ and MLCE, were used 

in the attempt to identify the docking models closest to the reference structures. DockQ54 aims to 

measure the stability of the docking poses during MD simulations. MLCE58 instead predicts the 
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interacting residues (patches) of one of the two protein partners through the analysis of its energetic 

and structural-dynamical properties; the docking poses are then compared with the patches. 

It was shown that these methods sometimes lead to incorrect evaluations as they are not always 

able to point out the best poses (named poses A here). More specifically, among the 7 complexes 

analysed in the study, four poses A (4CJ0, 4CJ2, 5UFE, and 5UFQ) were correctly identified on 

the basis of DockQ; there was also one doubtful case (6QBA), in which pose A could not be 

distinguished from pose D. Considering the MLCE results instead, two poses A (4CJ0 and 4CJ2) 

were identified; in two cases it was not possible to distinguish poses A from pose B (6QBA) or C 

(5ZAU). 

Despite sometimes misleading results, the two approaches were thought to deserve a second 

chance, as they proved to be able to correctly discriminate among docking models. Moreover, as 

mentioned above, they rely on totally different assumptions, which is a plus. 

It was therefore decided that it was worthwhile to make an attempt in which the quality 

assessment of the models was based on DockQ and MLCE at the same time. In other words, the 

decision on which model is best was made by seeking a consensus between the two approaches. 

 

Table 3.10 shows the DockQ values and the number of affitins residues in the docking models 

interacting with the patches predicted based on MLCE.  
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Pose Parameter 4CJ1 4CJ0 4CJ2 5UFE 5UFQ 5ZAU 6QBA 

Pose A 
DockQ 0.28 0.50 0.52 0.49 0.45 0.33 0.44 

MLCE 10 7 15 1 0 14 23 

Pose B 
DockQ 0.39 0.31 0.27 0.25 0.30 0.27 0.30 

MLCE 3 4 5 1 1 13 23 

Pose C 
DockQ 0.48 0.33 0.19 0.31 0.20 0.32 0.34 

MLCE 0 3 9 15 2 14 18 

Pose D 
DockQ 0.23 0.39 0.39 0.29 0.23 0.34 0.44 

MLCE 12 1 12 13 9 2 1 
         

Selected 

model 

DockQ C A A A A D A/D 

MLCE D A A C D A/C A/B 

DockQ + MLCE A/B A A C B/D A A 

Table 3.10 - Selection of the models based on DockQ and MLCE. For each complex and each pose, the DockQ values and the 

number of residues of the affitins interacting with a patch (labelled with MLCE) are reported. The selected models identified on 

the basis of the two approaches together are shown in bold. 

 

The evaluation of both parameters at the same time was done by applying the following 

procedure for each complex: 

i) selection of the pose presenting the highest values of both parameters. In this way, poses 

A of complexes 4CJ0 and 4CJ2 are selected as the most probable. 

ii) if the previous point does not apply, exclusion of the poses characterized by one best- 

and one worst-scoring parameter at the same time. The following poses are excluded: for 

complex 4CJ1, pose C and D, for complexes 5ZAU and 6QBA, poses D, for complexes 

5UFE and 5UFQ, poses A. 

iii) selection of the pose presenting the highest values of both parameters, i.e., repeat the first 

step. In this way, poses A of complexes 5ZAU and 6QBA, and pose C of complex 5UFE 

are selected. 

iv) if the previous point does not apply, selection of the poses presenting the highest value 

of each parameter, respectively. For complex 4CJ1, poses A and B are selected, for 

complex 5UFQ, poses B and D. 
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Overall, five unique poses were identified as the most likely ones: poses A for complexes 4CJ0, 

4CJ2, 5ZAU and 6QBA, and pose C for complex 5UFE. For complexes 4CJ1 and 5UFQ the 

identification of a unique docking pose was not possible: for the former complex, the criteria 

adopted led to the selection of poses A and B, while for complex 5UFQ, to the selection of poses 

B and D. 

Considering that poses A and B of complex 4CJ1 partially overlap (see Figure 3.9) the 

combination of the two approaches made it possible to identify five correct models (four poses A, 

and one A/B), improving the prediction obtained by applying the two approaches individually. 

 

Discussion 

In the present section, a dataset consisting of seven complexes composed of affitins and protein 

partners was exploited to propose an approach aimed at evaluating docking poses. The focus has 

been on the need for a procedure that, given a set of docking poses, is able to distinguish between 

good / native models, i.e., models close to the true structure of the complex, and incorrect / non-

native models. This stage is an essential step in predicting the structure of a complex, which cannot 

rely on docking scoring functions alone. 

The docking poses obtained with the ClusPro web server were compared with the reference 

structures, through the calculation of the crystal_RMSD parameter. For each complex, the two 

closest and the two furthest poses from the reference structure, among the top ten ranked by 

ClusPro, were selected for two further analyses, based on completely different assumptions. 

The first analysis relates the quality of the docking poses to the mutual stability of the two 

partners, quantified by calculating the DockQ parameter along the MD trajectories. The higher the 

DockQ, the higher the stability and thus the plausibility of the pose. 
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The second approach involves the MLCE-based prediction of the binding sites (patches) on the 

isolated structure of one of the two protein; in this case, the calculations were done on the partners 

of the affitins. The existence of an eventual match between the patches and the binding areas 

involved in the docking models is then checked: if this match does indeed exist, the pose is 

considered more likely. 

Both the DockQ and MLCE approaches proved to be rather reliable in identifying the correct 

docking models, although they sometimes produced misleading results. Of particular importance 

is the fact that the DockQ values obtained were all within a narrow range, thus not always reflecting 

the differences between native and non-native docking models. Therefore, the decision as to which 

docking models are the most probable was made on the basis of the two approaches 

simultaneously, i.e., seeking a consensus between the two. The combined use of DockQ and 

MLCE proved to be more effective, allowing more docking models to be retrieved than those 

identified on the basis of the two approaches considered separately. 

Finally, although the ClusPro scoring function alone is not entirely reliable, as has been shown, 

it should also not be totally ignored when deciding which docking model is most likely. Instead, 

the ClusPro score can be included as a third criterium for determining the most probable docking 

poses, especially in cases where a univocal decision cannot be made on the basis of DockQ-MLCE. 

The DockQ-MLCE approach presented here will be used to address the specific use case of 

determining the structure of the complexes HER2-Affitin_1 and HER2-Affitin_2 (Section 3.2.2). 
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3.2.2 – Application of the procedure to the Affitins-HER2 use case 

Protocol 

Preparation of the input files 

Affitins. The structures of Affitin_1 and Affitin_2 were prepared as in Section 3.1. A homology 

modelling procedure was employed, exploiting the three-dimensional structure of the wild type 

affitin Sac7d as a template. Molecular Dynamics (MD) simulations were carried out (3 replicas, 

300 ns each), and a cluster analysis was performed on the cumulative trajectories. The centrotypes 

of the most populated clusters, being the most representative structures of the overall sampling, 

were used for the docking calculations discussed in the present section. 

 

HER2. The three-dimensional structure of the receptor was retrieved from the PDB (PDB ID: 

6OGE). The structure file was processed with Protein Preparation Wizard31 (Schrödinger Release 

2023-3: Protein Preparation Wizard; Prime, Schrödinger, LLC, New York, NY, 2023.) to remove 

water molecules and counterions, add hydrogen and other eventually missing atoms, rebuild 

missing side chains and loops, optimize the hydrogen bonding network, and perform an energy 

minimization of hydrogen atoms. 

 

Docking calculations 

HER2-affitins docking calculations were carried out with the web server ClusPro50,51. The 

structures of the affitins and HER2 were uploaded as “ligand” and “receptor”, respectively. The 

“balanced” scoring scheme was used, which had proven to be the best performing for complexes 

that include affitins (see Section 3.2.1). 
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The available experimental information was exploited as follows. An attractive potential was 

applied to the 14 mutated residues of the affitins, as shown in Figure 3.12, in order to drive the 

docking prediction towards models in which these residues are part of the affitin-HER2 interface. 

 

Figure 3.12 - Representation of Affitin_1 (left, blue) and Affitin_2 (right, red). The 14 mutated residues, to which the attractive 

potential was applied to guide docking calculations, are shown in white. 

 

Concerning HER2, residues within 10 Å from the mAbs Trastuzumab and Pertuzumab were 

masked during the calculation (see Figure 3.13), in order to satisfy the experimental evidence 

according to which the affitins bind HER2 on different epitopes. 

 

Figure 3.13 – Representation of the protein complex (PDB ID 6OGE) formed by HER2 (grey) and the mAbs Trastuzumab (orange) 

and Pertuzumab (violet). The HER2 residues within 10 Å from the two mAbs, which were masked during the docking calculations 

to satisfy the experimental evidence according to which the affitins bind HER2 on different epitopes, are shown in red. 
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The resulting docking models were visually inspected and, as explained in the Results, a subset 

of them was selected for the DockQ-MLCE analysis. 

 

DockQ-MLCE evaluation of the docking models 

MD simulations were conducted on the chosen docking models, following an approach53 based 

on the idea that models that are more similar to the true structure of the complex will maintain 

stability throughout the simulation compared to less accurate or incorrect models. The set-up of 

MD simulations was the same as that employed for the complexes affitins-other protein partners 

(see Section 3.2.1). The stability and, consequently, the quality of the models was assessed by 

calculating the DockQ parameter54 during the MD trajectories. 

In parallel, the Matrix of Local Coupling Energies (MLCE) method56,57,58,59, introduced in 

Section 3.2.1, was used to predict HER2 areas (patches) that are most likely to bind a partner, and 

thus also the affitins. The calculations were carried out with the program REBELOT, version 1.3.2 

(https://github.com/colombolab/MLCE) on the centrotypes of 4 clusters which cover around 90% 

of HER2 conformation variability sampled during three MD simulations (100 ns each). The 

simulations were performed in presence of the mAb Trastuzumab to avoid a large displacement of 

the domain IV of the receptor, which is unlikely to occur when the mAb is bound, but that was 

observed for MD simulations carried out on the receptor alone. 

The patches were predicted on the crystal structure of HER2 (PDB ID: 6OGE, the same used for 

docking calculations) considering the top 15% of spatially contiguous residue pairs with the 

lowest-energy interactions. 

 

 

https://github.com/colombolab/MLCE
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Results 

Docking calculations 

Docking calculations carried out with ClusPro, driven by the experimental information 

available, resulted in 27 and 28 models for the partners HER2-Affitin_1 and HER2-Affitin_2 

respectively, out of a maximum of 30 that ClusPro can provide. They were visually examined by 

superimposing them on each other, on the receptor structure. Both Affitin_1 and Affitin_2 appear 

to bind only four different areas of the HER2 receptor. These areas are highlighted by colouring 

the affitins in red, yellow, orange, and green (Figure 3.14). 

 

Figure 3.14 - Superimposition of all the docking models obtained for HER2-Affitin_1 (27 models, at left) and HER2-Affitin_2 (28 

models, at right). HER2 is shown in grey. Affitins are coloured based on the four different areas: red, yellow, orange, and green. 

 

Table 3.11 shows for the first ten models, ranked by ClusPro according to the number of cluster 

members, the binding area, indicated by the colours. Also indicated is the number of mutated affitin 

residues, to which an attractive potential was applied in the docking predictions, that are in contact 

with HER2 (within a cut-off of 5.5 Å). 
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ClusPro ranking Num. of clusters members Mutated Affitins residues in contact with HER2* 

Affitin_1 Affitin_2 Affitin_1 Affitin_2 Affitin_1 Affitin_2 

#0 #0 131 92 14 14 

#1 #1 110 85 12 14 

#2 #2 68 66 13 14 

#3 #3 64 54 14 11 

#4 #4 52 54 10 12 

#5 #5 49 53 14 9 

#6 #6 47 53 13 13 

#7 #7 46 50 12 13 

#8 #8 45 42 12 7 

#9 #9 42 41 12 9 
Table 3.11 – List of the first ten docking models for Affitin_1 and Affitin_2. The models are ranked based on the ClusPro score, 

which consists of the number of structures in the clusters. The number of mutated Affitins residues in contact with HER2 (within a 

5.5 Å cut-off) is shown too. 

  

For the evaluation based on DockQ and MLCE, among all the models shown in Figure 3.14 and 

Table 3.11, the best scoring models of each area for Affitin_1 and Affitin_2 were selected. The 

models are labelled by their ClusPro ranking and the colour indicating the binding area. For 

Affitin_1, the selected models are: #0-red, #1-yellow, #4-green, #7-orange. For Affitin_2, the 

selected models are: #0-red, #1-yellow, #2-orange, #3-green. They are shown in Figure 3.15. 

 

Figure 3.15 - Superimposition of the four HER2-Affitin_1 (left) and HER2-Affitin_2 (right) docking models selected for the DockQ 

and MLCE evaluations. HER2 is shown in grey. Affitins are coloured based on the four different areas: red, yellow, orange, and 

green. Affitins are also labelled with their ClusPro ranking, and the colour. 

 



 

 

3.48 

DockQ-MLCE evaluation of the docking models 

The four models of each affitin (see Figure 3.15) were subjected to MD simulations performed 

as in Section 3.2.1, and the DockQ parameter was calculated along the trajectories. 

In parallel, a MLCE calculation was performed on representative conformations of HER2. The 

docking models were compared with the patches by visual inspection and calculation of the 

number of HER2 residues belonging to a patch and involved in the docking solutions. 

As pointed out in Section 3.2.1, the decision on which docking models are most likely should 

be made on the basis of the two combined approaches, i.e., possibly seeking a consensus between 

the two. It is important to remark that since DockQ and MLCE rely on totally different 

assumptions, their combined use can strengthen the conclusions that can be drawn. Moreover, it is 

worth nothing that the ClusPro score can be included as a third criterium to determine the most 

probable poses. 

Table 3.12 shows, for the four models HER2-Affitin_1 and the four models HER2-Affitin_2, 

the DockQ values and the number of HER2 residues belonging to a patch that are at the same time 

involved in the binding of the affitin in the docking model. 

 

Docking area ClusPro ranking DockQ MLCE 

 Affitin_1 Affitin_2 Affitin_1 Affitin_2 Affitin_1 Affitin_2 

Red #0 #0 0.45 0.37 3 9 

Yellow #1 #1 0.27 0.29 27 27 

Green #4 #3 0.31 0.19 0 0 

Orange #7 #2 0.33 0.38 4 0 
Table 3.12 – ClusPro ranking, DockQ values and number of HER2 residues belonging to a patch that are at the same time involved 

in the binding of the affitin in the docking model, for the four models HER2-Affitin_1 and HER2-Affitin_2. 

 

Considering the HER2-Affitin_1 models, it can be seen that for three of the four poses, there is 

little or no overlap with the MLCE patches: model #0-red and model #7-orange match only 3 and 
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4 residues belonging to a patch, respectively; model #4-green has no match at all. Model #1-yellow 

totally overlaps to the patch (27 residues, in blue in Figure 3.16) instead, but it also has the lowest 

DockQ value overall (0.27). However, based on previous results24, small differences (< 0.1) in 

DockQ values are not considered significant, as these values lie often in a narrow range, thus not 

being always remarkably useful for assessing the actual quality of the models. It was therefore 

concluded that model #1-yellow is the most likely, followed by model #0-red, which has the 

highest DockQ value (0.45) and is the first in the ClusPro ranking. 

Similar considerations can be made for the HER2-Affitin_2 models. Models #2-orange and #3-

green have no overlap with the patches; model #0-red shows only a partial match with a patch (9 

residues). Model #1-yellow totally overlaps with a patch (27 residues, in blue in Figure 3.16), 

although it has the second lowest DockQ value in the series (0.29). As was stated for the HER2-

Affitin_1 models, it can be concluded that also for the HER2-Affitin_2 pair, model #1-yellow 

might be the most probable, followed by model #0-red, which has the second highest DockQ value 

(0.37) and is the first one in the ClusPro ranking. 

The most likely models for the HER2-Affitin_1 and HER2-Affitin_2 pairs, i.e., the #1-yellow 

models in both cases, show a high degree of overlap between the two affitins. The same is observed 

for the two second most likely models, i.e., models #0-red. The superimposition of these models 

is shown in Figure 3.16. 



 

 

3.50 

 

Figure 3.16 - Superimposition of HER2-Affitin_1 and HER2- Affitin_2 docking models #1-yellow and #0-red. HER2 is shown in 

grey, the MLCE patch in blue, Affitin_1 and Affitin_2 in cyan and red, respectively. 

 

The overlap between the two #1-yellow models, and between the two #0-red models, is in 

accordance with the experimental evidence that Affitin_1 and Affitin_2 compete for the same 

binding site, i.e., epitope, on HER2 surface (Bracco S.p.A. internal communication). 

 

Comparison of the docking models with the map of HER2 interactors 

The result of a modelling procedure cannot be taken for granted. It can, however, be helpful to 

guide experimental tests, which are necessary to validate what is obtained through the in silico 

procedure. Among the experimental tests, competitive binding assays measure the binding affinity 

of a ligand towards a target, in presence of a different ligand whose binding mode to the same 

target is known. 

In this perspective, the structures of complexes available in the PDB involving HER2 and 

different protein partners were collected; these were compared by superimposing the HER2 chains 
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in the complexes considered onto each other. The resulting “map” of HER2 interactors is shown 

in Figure 3.17: 14 protein partners, including mAbs fragments (Fab, scFv, sdAb) and antibody 

mimetics bind HER2 to different, yet sometimes overlapping epitopes, mainly located in domains 

I, II, and IV. 

 

Figure 3.17 - Panel A-top: a table is shown listing the PDB IDs of complexes including HER2 and protein partners (complexes 

with mAbs Trastuzumab and Pertuzumab and their mutants are not considered), the category to which the protein partner belongs 

(Fab = antigen-binding fragments, scFv = single-chain variable fragments, sdAb = single domain antibodies), and the HER2 

domains where the interactions occur. Panel A-bottom: HER2 domains are shown with different colours, as in the legend. Panel 

B: superimposition of the complexes listed in Panel A. HER2 is shown in grey, the protein partners with different colours. 

 

The aim was then to identify a subset of these protein partners to be exploited for competitive 

binding assays with Affitin_1 and Affitin_2. 

HER2 structures in complexes with the protein partners were superimposed on HER2 structures 

in the most likely docking models, i.e., the #1-yellow and #0-red models. The eventual overlap 

between Affitin_1 and Affitin_2, and the known protein partners was then visually inspected. 
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Figure 3.18 shows that an overlap does exists between the docking models #1-yellow and the 

HER2 partners included in PDB entries 3MZW17 and 3N8560, of which the former is an affibody, 

i.e. , an antibody mimetic, and the latter is a Fab. 

 

Figure 3.18 - Superimposition of the crystal structures 3N85 and 3MZW to the Afftin_1-HER2 docking model #1-yellow (left) and 

to the Afftin_2-HER2 docking model #1-yellow (right). HER2 is shown in grey, the affibody (HER2 partner in 3MZW) in yellow, 

the Fab (HER2 partner in 3N85) in green. Affitin_1 is shown in cyan and Affitin_2 in red. 

 

The same comparison was carried out for #0-red models, as they were identified as the second 

most likely docking models. However, as shown in Figure 3.19, there is no overlap with the known 

HER2 partners. This would imply the need to use a different experimental approach to test whether 

these models represent the true binding modes, e.g., by introducing mutations, that would alter the 

binding, at the protein-protein interface. 
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Figure 3.19 - Superposition of the crystal structures shown in Figure 3.17 onto the Afftin_1-HER2 docking model #0-red and the 

Afftin_2-HER2 docking model #0-red. HER2 is shown in grey, HER2 proteins partners with the remaining colours. Affitin_1 is 

shown in cyan and Affitin_2 in red. 

 

Discussion 

The main objective of the study was to make a reliable prediction of the structure of HER2-

Affitin_1 and HER2-Affitin_2 complexes. 

The preliminary study conducted on the dataset of known affitin-protein complexes (Section 

3.2.1) served to define a procedure for the evaluation of docking models. This procedure combines 

DockQ and MLCE and was used in the present section to deal with the Affitins-HER2 use case. 

Docking calculations were performed for the pairs of partners Affitin_1-HER2 and Affitin_2-

HER2. First, the available experimental information on the binding interface was exploited. For 

both the affitins, the best scoring models of each of the four possible binding areas on the receptor 

were subjected to the combined DockQ-MLCE evaluation. The ClusPro score was also considered 
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in the determination of the most likely docking models. The overall analysis led to a result that is 

in agreement with the available experimental information: Affitin_1 and Affitin_2 compete for the 

same epitope on HER2 receptor. 
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Conclusions 

This section mainly focused on the problem of the prediction of the interaction between the 

HER2 receptor and two affitins, Affitin_1 and Affitin_2, which are the subject of two patents 

owned by Bracco S.p.A. These patents concern the use of the two affitins as molecular probes for 

the detection of HER2 during a therapy based on the two most currently used mAbs, i.e., 

Trastuzumab and Pertuzumab. 

Affitins are antibody mimetics that, upon appropriate engineering of their sequence, can 

potentially recognize other receptors as well. For this reason, a study was conducted to find out 

whether the fold of the affitins depends on their sequence. Molecular dynamics simulations were 

performed for the two affitins covered by the patents, six mutated affitins retrieved from the Protein 

Data Bank, and five affitins whose sequences were designed by our research group. All the analysis 

showed that no significant changes in the overall fold occur and, most importantly, the β-sheet 

region involved in the mutations is not affected. This part of the study therefore showed that, in 

principle, it is possible to design affitins with any sequence to specifically recognize any protein 

partner. 

The focus then shifted on the prediction of the structures of Affitin_1-HER2 and Affitin_2-

HER2 complexes. 

Prior to this, the need for a procedure capable of identifying the correct docking models in the 

pool of solutions provided by a docking programme was highlighted. A small dataset of complexes 

consisting of affitins and other protein partners whose three-dimensional structures are available 

in the PDB was used to test two approaches for the evaluation of docking models. 

The first approach assesses the quality of a model based on its stability, which is quantified by 

the DockQ parameter, calculated along the MD trajectories. A higher DockQ indicates greater 
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stability and thus a higher probability that the pose is correct. The second method uses MLCE to 

predict the binding sites (patches) on the isolated structure of proteins, in this case the partners of 

the affitins. A match between these MLCE-predicted patches and the binding sites present in the 

docking models is then checked. If a match is found, the pose is considered more likely. The 

combined use of DockQ and MLCE proved to be more effective in identifying the correct docking 

models, with respect to the use of the two approaches one at a time.  

The prediction of the structures of HER2-Affitin_1 and HER2-Affitin_2 complexes was then 

addressed. The available experimental information was exploited to guide the docking 

calculations. The DockQ-MLCE approach, without neglecting the indications provided by the 

ClusPro scoring at the same time, was applied to determine the most likely docking models. 

The overall modelling procedure revealed that Affitin_1 and Affitin_2 compete for the same 

HER2 epitope, which is in agreement with the experimental data. The most likely docking poses 

were compared with the experimental structures of complexes involving HER2 and protein 

partners available in the PDB. In this way, two known protein partners of the receptor, an affibody 

and a Fab, were identified as possible candidates for competitive binding assays. These 

experimental tests could assess whether the affitins actually bind HER2 on the predicted epitopes, 

which would also serve to validate the modelling procedure. 
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Section 4 – Protein-glycan docking protocol with HADDOCK3 

 

The present section covers a project I have worked on when I was a visiting PhD student at the 

Computational Structural Biology group (Bijvoet Centre for Biomolecular Research, Universiteit 

Utrecht), under the supervision of Prof. Alexandre Bonvin and Dr. Marco Giulini. 

Briefly, the present study aims to build a reliable protocol, based on the HADDOCK3 docking 

programme, developed at the CSB group, for the prediction of the structure of protein-glycan 

complexes. 

 

4.1 – Introduction 

Glycans are complex organic molecules formed by monosaccharides, simple sugar units, 

connected by glycosidic bonds. Based on the number of monosaccharides, they can be named 

disaccharides (2 units), oligosaccharides (3-10 units), or polysaccharides (more than 10 units). In 

the following text, the term glycan will be used for all these compounds, regardless of the number 

of sugar units. 

Glycans structural complexity arises not only from the diverse nature of monosaccharides 

themselves1, but also from how they connect to each other. Each glycosidic bond can form two 

possible stereoisomers at the anomeric carbon of one sugar, i.e., the carbon whose asymmetric 

centre is formed upon the cyclization of the monosaccharide Additionally, because of the several 

hydroxyl groups in sugars, regioisomers can exist. With the capability of forming multiple 

glycosidic bonds, monosaccharides can lead to branched chains, a feature that differentiates 

glycans from the linear structures that characterize peptides and oligonucleotides2.  
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Glycans also show a great conformational variability at room temperature, thanks to the low free 

energy barriers between torsional angles around glycosidic bonds2. 

Glycans are universally present in living organisms, where they can either be linked to proteins 

or lipids, thus forming glycoproteins and glycolipids, respectively, or they can exist independently. 

Their biological roles3 are manifold and fall into three broad groups: 

1. Structural roles, e.g., they can contribute to the creation of external scaffolds like cell walls or 

they can be involved in protein folding. 

2. Metabolic roles, i.e., they act for instance as energy reserves. 

3. Informational roles4: glycans may interact with Glycan Binding Proteins (GBPs) to trigger 

various biological processes, both in plants and animals. 

One notable example of glycans' importance is their role in the SARS-CoV-2 spike protein. This 

protein, which enters host cells by connecting to the angiotensin-converting enzyme (ACE2), is 

surrounded by a layer of glycans to hide from the immune system. A study has shown that specific 

sugars play a crucial role in the movement and structure of the part of the spike proteins that binds 

to ACE25. The removal of these sugars results in diminished binding to ACE2, highlighting 

potential targets on the spike protein for vaccine design. 

 

It is thus evident that understanding the way glycans interact with proteins is essential. As 

pointed out in Section 1, traditional experimental methods, like X-ray crystallography or Nuclear 

Magnetic Resonance, are not always feasible, besides being time-consuming and expensive. 

Computational techniques like molecular docking offer a more cost-effective and faster 

preliminary prediction of the three-dimensional structures of glycan-protein complexes. While 

progresses have been made6, for example with the GlycanDock protocol developed within 
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Rosetta7, glycan-protein docking isn't as advanced as other protocols aimed at the prediction of 

other biomolecular complexes. In fact, state-of-art protein-ligand docking software cannot 

properly address the conformational variability of glycans, as they are usually developed to deal 

with small, rigid molecules. 

 

In this study, HADDOCK38,9 was used for addressing the glycan-protein interaction prediction 

problem. 

This section is structured as follows. 

In Section 4.1, general HADDOCK concepts are first introduced. 

Information about the datasets employed for the study and the set-up of the docking calculations 

are then given, followed by the explanation of how the HADDOCK3 performance was evaluated 

(Section 4.2). In the last part of the section, it is shown how the sampling of glycans conformations 

was carried out within HADDOCK3 itself. 

In the first part of the Results, the performance of HADDOCK3 on a dataset composed by 89 

high-resolution experimental complexes (bound dataset), available in the Protein Data Bank 

(PDB)10, is shown. The impact of the rigid body scoring function on the HADDOCK3 performance 

is evaluated, along with the overall performance on the bound dataset (Section 4.3 – R1). The 

dependence of the performance on glycan structural features and on the Ambiguous Interaction 

Restraints (AIRs) is also discussed (R2). 

A protocol is then proposed for dealing with a realistic scenario, where the bound structures of 

the partners are unknown. The GLYCAM-web webserver11,12 was used for the generation of 

glycans unbound structures, while protein ones were retrieved from the PDB. The whole of these 

structures constitutes the unbound dataset. HADDOCK3 performance is thus evaluated when 
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dealing with the unbound dataset. Special emphasis is placed on the best way to select rigid body 

models for the refinement stage (R3). 

In the last part of the study (R5), HADDOCK3 performance is assessed following the 

introduction of an ensemble of glycan structures generated through a short conformational 

sampling carried out within HADDOCK3 prior to the docking calculations (R4). 

Finally, conclusions are drawn along with possible future developments (Section 4.4). 
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4.2 – Protocol 

Docking with HADDOCK3 – general concepts 

HADDOCK3 is the new, modular version of the well-established HADDOCK2.X software13. 

The original version of the program foresees three parameterizable steps: i) full randomization of 

the orientations of the two partners and rigid-body minimization ([rigidbody] module in 

HADDOCK3); ii) semi-flexible simulated annealing in torsion angle space ([flexref] module); iii) 

refinement in explicit solvent ([mdref] module). HADDOCK3 overcomes this rigid workflow 

structure as its constituent modules can be freely interchanged by the user. This allows to design 

protocols specific to the problem to be addressed. 

HADDOCK scoring functions include terms accounting for electrostatic (Eel) and van der Waals 

(EvdW) interactions (calculated with the OPLS force field14), for the energy associated with 

desolvation (Edesolv)
15, for changes in buried surface area (EBSA), and for the Ambiguous 

Interactions Restraints (Eair), which will be covered later. The coefficients with which these terms 

are weighted depend on the stage of the protocol. 

In the present study, the scoring functions with the default coefficients were used (Eq. 1, Eq. 3).  

Moreover, a rigid body scoring function with an upweighted van der Waals energy term (1.0 

instead of 0.01) was used too (Eq. 2), as it already proved to give better performance for small 

molecules (https://www.bonvinlab.org/software/haddock2.4/scoring/); it will be referred to with 

the label vdW, to be distinguished from the default one. 

 

H (rigidbody_default) = 0.01Evdw + 1.0Eel + 1.0Edesolv + 0.01Eair – 0.01EBSA (Eq. 1) 

H (rigidbody_vdW) = 1.0Evdw + 1.0Eel + 1.0Edesolv + 0.01 Eair – 0.01EBSA (Eq. 2) 

H (flexref) = 1.0Evdw + 1.0Eel + 1.0Edesolv + 0.1Eair – 0.01EBSA (Eq. 3) 

https://www.bonvinlab.org/software/haddock2.4/scoring/
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A key feature of HADDOCK (2.X, 3) is the possibility of incorporating experimental data as 

restraints which are included in the energy function used for guiding the docking process. 

Ambiguous Interaction Restraints (AIRs) consist in a list of residues divided in two groups: active 

and passive. Active residues are of central importance for the interaction; they are thus restrained 

to be part of the interface throughout the docking and refinement processes, if possible, otherwise 

a scoring penalty is included. Passive residues could contribute to the interaction but are deemed 

of less importance; if such a residue does not belong to the interface there is no scoring penalty. 

 

In this study, two scenarios in terms of AIRs were considered for each protein – glycan complex: 

i) true-interface scenario (ti-aa), where active residues, corresponding to the interface residues 

within 3.9 Å16,17 from the partner, are defined for both the protein and the glycan; ii) true-interface-

protein – full glycan passive scenario (tip-ap), where active residues are still defined for the protein 

interface, but all residues of the glycan are considered passive. 

 

Dataset 

HADDOCK38,9 performance in reproducing the binding geometries of glycan–protein 

complexes was evaluated by exploiting an adapted version of the dataset provided in GlycanDock7. 

This dataset is composed by 109 experimentally determined high-resolution (< 2.0 Å) protein-

glycan complexes collected from the PDB. 

The entries containing glycans not yet supported by HADDOCK had to be discarded. A dataset 

of 89 complexes was thus obtained, which will be referred to as bound dataset henceforth. The 

protein receptors in this dataset include 8 antibodies, 21 carbohydrate-binding modules, 18 

enzymes, 27 lectins or glycan binding proteins (GBP) and 15 viral glycan binders. The length of 
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the glycans ranges from 2 to 7 monosaccharides units; moreover, 72 of them are linear and 17 

branched. This structural diversity will be considered in the analysis of the docking performance. 

With the aim of evaluating HADDOCK3 performance on unbound partners, the 55 out of 89 

protein unbound structures available in the PDB were selected too. The corresponding unbound 

conformations of the glycans were generated with the GLYCAM-web webserver11,12, using an in-

house script to automate the process. This script consisted in building a URI, downloading the 

structures from the server, and subsequently converting the GLYCAM code for the carbohydrate 

residues to the residue names recognized by HADDOCK. The dataset composed by the 55 

unbound conformations of the proteins and the glycans generated with GLYCAM-web webserver 

will be referred to as unbound dataset from now on. It contains 47 linear and 8 branched glycans; 

25 glycans are composed by three or less monosaccharides units while 30 structures have more 

than three units. For the evaluation of HADDOCK3 performance on the unbound dataset, all the 

complexes including glycans made up by three or less monosaccharide units are treated together 

and referred to with the label SL-SB; for the bound dataset, linear (SL) and branched (SB) glycans 

are treated separately too. The complexes including glycans composed by more than three units 

(L) are divided into linear (LL) and branched (LB), which are of size 23 and 7 in the unbound 

dataset, respectively. The list of the complexes included in the bound and unbound dataset is 

shown in Table 4.1. 

 

 

dataset PDB ID bound PDB ID unbound 
Protein 

family 
N 

L/

B 
group ref_Glycan_RMSD (Å) 

bound  3OAU - Antibody 2 L SL - 

bound  1WU6 - Enzyme 2 L SL - 

bound  3N17 - Enzyme 2 L SL - 

bound  1W6P - GBP 2 L SL - 
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bound  2IT6 - GBP 2 L SL - 

bound  3VV1 - GBP 2 L SL - 

bound  4R9F - GBP 2 L SL - 

bound  5T4Z - Antibody 3 L SL - 

bound  2XOM - CBM 3 L SL - 

bound  4QPW - CBM 3 L SL - 

bound  4D5I - Enzyme 3 L SL - 

bound  2G7C - Viral 3 L SL - 

bound  2YP3 - Viral 3 L SL - 

bound  5HZB - Viral 3 L SL - 

bound  1UZ8 - Antibody 3 B SB - 

bound  1JPC - GBP 3 B SB - 

bound  2WRA - GBP 3 B SB - 

bound  5HZA - Viral 3 B SB - 

bound  5V6F - Viral 3 B SB - 

bound  6R3M - CBM 4 L LL - 

bound  1JDC - Enzyme 4 L LL - 

bound  3WH1 - Enzyme 4 L LL - 

bound  4YG0 - Viral 4 L LL - 

bound  1S3K - Antibody 4 B LB - 

bound  1SL5 - GBP 4 B LB - 

bound  2I74 - GBP 4 B LB - 

bound  2CHB - Viral 4 B LB - 

bound  6BE4 - Antibody 5 L LL - 

bound  1W8U - CBM 5 L LL - 

bound  2WAB - Enzyme 5 L LL - 

bound  2YP4 - Viral 5 L LL - 

bound  1GUI - CBM 6 L LL - 

bound  1GWL - CBM 6 L LL - 

bound  1GWM - CBM 6 L LL - 

bound-unbound 6N35 6N32 Antibody 2 L SL 0.50 

bound-unbound 1C1L 1C1F GBP 2 L SL 0.18 

bound-unbound 1I3H 1NLS GBP 2 L SL 0.17 

bound-unbound 1KJL 5NFC GBP 2 L SL 0.18 

bound-unbound 1PWB 3DBZ GBP 2 L SL 0.16 

bound-unbound 1SLT 3W58 GBP 2 L SL 0.20 

bound-unbound 2RDK 2Z21 GBP 2 L SL 0.95 

bound-unbound 2ZKN 3W58 GBP 2 L SL 0.14 

bound-unbound 3G83 3DBZ GBP 2 L SL 0.18 

bound-unbound 3P5H 3C22 GBP 2 L SL 0.54 

bound-unbound 5GAL 1BKZ GBP 2 L SL 0.20 
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bound-unbound 5YRG 5YRE GBP 2 L SL 0.39 

bound-unbound 6H9Y 6H9W Viral 2 L SL 0.40 

bound-unbound 2J1V 2J1R CBM 3 L SL 0.27 

bound-unbound 2Y6G 2Y6H CBM 3 L SL 0.46 

bound-unbound 154L 153L Enzyme 3 L SL 0.58 

bound-unbound 3AOF 3AMC Enzyme 3 L SL 0.39 

bound-unbound 5AWQ 5AWO Enzyme 3 L SL 0.41 

bound-unbound 5JU9 5JTS Enzyme 3 L SL 0.49 

bound-unbound 1QFO 1QFP GBP 3 L SL 0.36 

bound-unbound 2VXJ 1L7L GBP 3 L SL 0.35 

bound-unbound 3NV4 3NV1 GBP 3 L SL 1.29 

bound-unbound 4MBY 4MBX Viral 3 L SL 1.34 

bound-unbound 6HA0 6H9W Viral 3 L SL 0.37 

bound-unbound 3P5G 3C22 GBP 3 B SB 0.65 

bound-unbound 6MSY 6N32 Antibody 4 L LL 1.64 

bound-unbound 2J72 2J71 CBM 4 L LL 0.72 

bound-unbound 2J73 2J71 CBM 4 L LL 2.17 

bound-unbound 3ACH 3ACF CBM 4 L LL 0.69 

bound-unbound 4XUR 4XUN CBM 4 L LL 0.52 

bound-unbound 1KQZ 2HVM Enzyme 4 L LL 0.89 

bound-unbound 1LMQ 1LMN Enzyme 4 L LL 0.56 

bound-unbound 1UU6 1OLR Enzyme 4 L LL 1.76 

bound-unbound 2BOF 2BOE Enzyme 4 L LL 0.92 

bound-unbound 4DQJ 4DQ7 Enzyme 4 L LL 0.78 

bound-unbound 5GY0 5GXX Enzyme 4 L LL 0.36 

bound-unbound 4YFZ 4YFW Viral 4 L LL 0.82 

bound-unbound 2J1T 2J1R CBM 4 B LB 0.28 

bound-unbound 2XJR 2XJQ GBP 4 B LB 1.60 

bound-unbound 3ZWE 3ZW0 GBP 4 B LB 1.36 

bound-unbound 2Z8L 1M4V Viral 4 B LB 1.02 

bound-unbound 1GNY 1US3 CBM 5 L LL 0.68 

bound-unbound 1OF4 1OF3 CBM 5 L LL 0.69 

bound-unbound 1UXX 1GMM CBM 5 L LL 1.26 

bound-unbound 2ZEX 2ZEW CBM 5 L LL 0.65 

bound-unbound 3OEB 2ZEW CBM 5 L LL 0.55 

bound-unbound 1KQY 2HVM Enzyme 5 L LL 1.10 

bound-unbound 5VX5 5VX4 Viral 5 L LL 1.34 

bound-unbound 5VX9 5VX8 Viral 5 L LL 1.05 

bound-unbound 3AP9 3AP5 GBP 5 B LB 0.87 

bound-unbound 6UG7 6UGA Antibody 6 L LL 3.15 

bound-unbound 1PMH 1PMJ CBM 6 L LL 1.21 
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bound-unbound 4HK8 4HKO Enzyme 6 L LL 1.55 

bound-unbound 1OH4 1OF3 CBM 7 B LB 1.93 

bound-unbound 2VUZ 2VUV GBP 7 B LB 4.53 

Table 4.1 – Composition of the datasets. The following information are shown: whether the entry is part of the bound dataset only 

or of both bound and unbound, the PDB ID of the complex, the PDB ID of the unbound protein, the family to which the proteins 

belong, the number (N) of monosaccharide units the glycans are composed of, if the glycans are linear (L) or branched (B), the 

group (SL, SB, LL, LB) the complexes are assigned to for the analysis, the ref_Glycan_RMSD (see below). 

 

In Figure 4.1, three protein-glycan complexes included in the study are shown as example. 

 

Figure 4.1 – Representation of three complexes object of the study. Proteins are shown as cartoon, glycans with the SNFG 

representation. Images from the Protein Data Bank. 

 

Glycans and proteins structures were prepared using the programme pdb-tools18. Heteroatoms 

such as water molecules, cofactors and ions were removed, when not part of the protein-glycan 

interface. The residues were renumbered to start from 1, with pdb_reres, and the chains ID were 

modified to chain A and chain B for the receptor (protein) and the ligand (glycan), respectively, 

with pdb_chain. In some cases where the receptor consists of more than one chain, these were 

merged into a single chain, and the residue numbering was shifted if needed to avoid overlap in 

numbering. 

 

Set-up of the calculations 

Two different protocols were employed for the bound and unbound datasets. 
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For the bound dataset the following steps were performed (see Table 4.2): 1) creation of the 

topologies of the two partners; 2) generation of rigid body models, driven by AIRs; 3) evaluation 

of the quality of the models, through the calculation of the interface-ligand-root-mean-square 

deviation (IL-RMSD, see section “Evaluation of HADDOCK3 performance”), with respect to the 

reference structure; 4a) calculation of the RMSD matrix between all the models, based on either 

all the interface residues (when ti-aa AIRs are used) or the protein interface residues and the whole 

glycan (when tip-ap AIRs are used); 4b) clustering of the models based on the RMSD matrix; 5) 

cluster-based evaluation of the quality of the models. 

 

Protocol bound dataset 

Step Module Parameters 

1 [topoaa]  

2 [rigidbody] 

sampling = 1000;  

w_vdw= 0.01 (default), 1.0 (vdW); 

ambig_fname = /path/to/tbl/file 

randremoval = false (SL-SB glycans only) 

3 [caprieval] reference_fname = /path/to/reference/pdb 

4a [rmsdmatrix] 
resdic_A = [interface residues of the protein]; 

resdic_B = [interface (ti-aa) or all (tip-ap) residues of the glycan] 

4b [clustrmsd] criterion = distance; linkage = average; threshold = 4; tolerance = 2.5 

5 [caprieval] reference_fname = /path/to/reference/pdb 

Table 4.2 - Modules and parameters employed for the docking of the bound dataset. 

 

Concerning the docking of the unbound partners, (see Table 4.3), the procedure was the same 

used for the bound dataset for steps 1) and 2) with the difference that a higher number of rigid 

body models is generated at step 2) when performing docking with an ensemble of glycans 
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conformations. An evaluation of the quality of the rigid body models was then performed both on 

the 200 (400 in the ensemble scenario) best scoring models, ranked individually (step 3), and on 

the top 5 models of 50 (150 in the ensemble scenario) clusters (step 4 and 5). This double 

evaluation showed that a cluster-based selection of rigid body models allows to retain a higher 

number of good quality models, as it will be shown in section R3. This subset of models was then 

refined through short Molecular Dynamics (MD) simulations in explicit water (step 6), where all 

the residues except the ones at the interface are constrained to their initial coordinates. The quality 

of the refined models was then evaluated, both on single structures (step 7) and in a cluster-based 

manner (steps 8 and 9). 

 

Protocol unbound dataset 

Step Module Parameters 

1 [topoaa]  

2 [rigidbody] 

sampling = 1000, 4000 (ensemble);  

w_vdw= 1.0 (vdW); 

ambig_fname = /path/to/tbl/file 

randremoval = false (SL-SB glycans only) 

3 [caprieval] reference_fname = /path/to/reference/pdb 

4a [rmsdmatrix] 
resdic_A = [interface residues of the protein]; 

resdic_B = [interface // all residues of the glycan] 

4b [clustrmsd] criterion = maxclust; tolerance = 50, 150 (ensemble)  

4c [seletopclusts] top_models = 5 

5 [caprieval] reference_fname = /path/to/reference/pdb 

6 [flexref] 

tolerance = 5; nemsteps = 200, 400 (extended); mdsteps_rigid = 500, 1000 

(extended); mdsteps_cool1 = 500, 1000 (extended); mdsteps_cool2 = 1000, 2000 

(extended); mdsteps_cool3 = 1000, 2000 (extended);  

ambig_fname = /path/to/tbl/file 
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randremoval = false (SL-SB glycans only) 

7 [caprieval] reference_fname = /path/to/reference/pdb 

8a [rmsdmatrix] 
resdic_A = [interface residues of the protein]; 

resdic_B = [interface // all residues of the glycan] 

8b [clustrmsd] criterion = distance; linkage = average; threshold = 4; tolerance = 2.5 

9 [caprieval] reference_fname = /path/to/reference/pdb 

Table 4.3 - Modules and parameters employed for the docking of the unbound dataset. 

 

Evaluation of HADDOCK3 performance 

The quality of the models was evaluated with respect to the experimental structures through the 

calculation of the IL-RMSD, in which the model is first superimposed to the reference structure 

using the backbone atoms of the protein interface residues; the RMSD is then calculated only on 

the heavy atoms of the oligosaccharide. The choice of using this parameter is motivated by the fact 

that the protein interface is larger compared to the glycan interface. The calculation of IL-RMSD 

thus enables to identify the variations in the position of the ligand, as opposed to what happens 

e.g., with the calculation of the interface-RMSD (I-RMSD), one of the standard CAPRI 

parameters19. The cut-offs for IL-RMSD, inspired by the cut-offs for the I-RMSD and ligand-

RMSD (L-RMSD) according to the CAPRI criteria for oligosaccharides20, are as follows: high-

quality models: IL-RMSD ≤ 1.0 Å; medium-quality models: IL-RMSD ≤ 3.0 Å; acceptable-quality 

models: IL-RMSD ≤ 6.0 Å. 

HADDOCK3 performance is evaluated through the calculation of success rates (SR), that is, the 

fraction of complexes having at least one high-, medium-, or acceptable-quality model among a 

number of models, ranked according to the HADDOCK score. SR is also calculated on the 

clustered models, considering only the top scoring models within each cluster. 
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Glycans conformational sampling 

Conformational sampling of the glycans was carried out with the HADDOCK3 water refinement 

module [mdref], starting from the structures generated with the GLYCAM-web webserver. For 11 

out of 55 glycans more than one conformation was generated by the webserver; in such a case one 

of the conformations was randomly selected. The sampling and analysis protocol involved the use 

of the following HADDOCK3 modules: [topoaa], [mdref], [rmsdmatrix], [clustrmsd]. After the 

creation of the topology (module [topoaa]), conformational sampling in water was performed with 

the water refinement module ([mdref]), defining the glycans as fully flexible (parameters: nfle1 = 

1; fle_sta_1_1 = 1; fle_end_1_1 = 7). At this stage, different scenarios were tested in terms of 

number of steps and number of models, as specified in Table 4.4. Three scenarios were run on 100 

models with increasing the number of steps, thus the simulation time (sf100-x1, sf100-x8, sf100-

x16). Then, the number of models (parameter sampling_factor) was increased to 400 while the 

simulation time was the same of two of the scenarios previously listed (sf400-x1 and sf400-x16). 

The overall time of the simulations ranges from 0.37 ns (sf100-x1) to 22.48 ns (sf400-x16). 

 

scenario_name Sampling_factor  waterheatsteps watersteps watercoolsteps Total simulation 

time (ns) 

Default [mdref] 

values 

1 100 1250 500  

sf100-x1 100 100 1250 500 0.37 

sf100-x8 100 100 10000 4000 2.82 

sf100-x16 100 100 20000 8000 5.62 

sf400-x1 400 100 1250 500 1.48 

sf400-x16 400 100 20000 8000 22.48 

Table 4.4 - Glycans conformational sampling scenarios. In blue are highlighted the values that change with respect to the scenario 

sf100-x1, which is all default parameters but sampling_factor. Total simulation time (TSM) is calculated as follows. TSM (ns) = 

(sampling_factor * total n steps * timestep (ps))/1000. Where: total n steps = waterheatsteps + watersteps + watercoolsteps and 

timestep = 0.002 ps. 
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For assessing the conformational variability over the sampled trajectory, the RMSD of atoms 

C1, O4, C4, C5 (Figure 4.2) was calculated for all the generated conformations after fitting on the 

same atoms on the bound conformations. This value will be called Glycan_RMSD from now on. 

The program ProFit v3.321,22 was used for this purpose. 

 

Figure 4.2 - Sticks representation of the glycan included in complex 3OEB. Atoms C1, O4, C4, C5 used for the fitting and the 

calculation of Glycan_RMSD are labelled and shown in green. 

 

Distributions of the Glycan_RMSD values of the conformations obtained with the sampling 

procedures were plotted together with the Glycan_RMSD calculated for the webserver-generated 

conformations; the latter value will be called ref_Glycan_RMSD from now on. 

The sampled conformations were clustered using RMSD-based hierarchical clustering23,24. The 

RMSD matrix between all the conformations generated was calculated with the module 

[rmsdmatrix], by specifying, through the parameter ‘resdic_’, the residues to be considered for the 

alignment and the RMSD calculation. The module [clustrmsd] was then exploited for clustering 

the conformations, with the following parameters: criterion = maxclust, linkage = average, 

tolerance = 10 (or 20). The 'maxclust' criterion clusters the structure in such a way to give a fixed 

number of clusters, defined by the parameter ‘tolerance’. The linkage governs the way clusters are 

merged in the creation of the dendrogram, i.e., it defines the method for calculating the distance 

between the newly formed cluster and each object which does not belong to a cluster yet. As it 
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was done for all the sampled conformations, Glycan_RMSD values were calculated for the clusters 

centers, i.e. the points having the lower distance to all the other points in the cluster. Values of 

Glycan_RMSD corresponding to the cluster centers were plotted together with the overall 

sampling distribution to assess whether the clustering can capture the models that are closer to the 

glycan experimental structure. 

The centres of the 20 clusters were then employed as an ensemble for new docking calculations. 
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4.3 – Results 

This section is structured as follows. First, the impact of the rigid body scoring function on 

HADDOCK3 performance is discussed exploiting docking calculations performed on the bound 

dataset (paragraph R1). Considerations will be then made regarding the dependence of the 

performance on glycan structural features and on AIRs (paragraph R2). 

Then, the performance on the unbound dataset is assessed, with a focus on which is the best way 

for selecting the rigid body models to be refined (paragraph R3). Conformational sampling of the 

glycans is then presented (paragraph R4). At last, the effect and the limitations of using the glycans 

ensemble is discussed (paragraph R5). 

 

R1: Impact of the rigid body scoring function & performance on bound dataset 

The first point that needed to be addressed was if the vdW rigid body scoring function performs 

better than the default one, as it happens for protein-small molecules docking. This was assessed 

by running docking calculations on the bound dataset, and with ti-aa AIRs. For complexes 

including glycans composed by three or less monosaccharide units, the AIRs were not randomly 

removed for each generated model (the parameter randremoval is set to false). A comparison of 

success rates (SR) obtained with the default (Eq. 1) and vdW (Eq. 2) scoring functions is shown in 

Figure 4.3. 
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Figure 4.3 - Comparison of SR, calculated for the top (T) 1, 5, 10, 50, 100, and 200 models for the bound dataset, ti-aa AIRs. 

Default and vdW (w_vdw = 1.0) scoring functions (see Eq. 1 and Eq. 2) are shown on the left and on the right, respectively. 

 

The vdW scoring function performs much better than the default one: SR is remarkably higher 

when the former is used, i.e., when a higher weight (1.00 instead of 0.01) is given to the van der 

Waals energy term. For example, considering top (T) 1 and T10 high-quality models, the 

difference SRvdw – SRdefault is around 36% and 26%, respectively. The better performance given 

by vdW scoring function is due to the hydrophobicity of glycans; this was not unexpected as a 

similar behaviour was obtained in previous work involving smaller molecules than proteins, e.g., 

when docking cycling peptides25 and small ligand in general. 

Given these results, all the docking calculations discussed from now on are performed with the 

vdW scoring function. 

 

R2: Dependence of the performance on glycans structural features and on AIRs 

The dependency of the structural features of the glycans on the SR was then assessed. SR were 

thus calculated again, for the scenario ti-aa AIRs and with the vdW scoring function, grouping the 
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complexes based on the size of the glycans (glycans composed by three or less units, labelled with 

S, or by more than three, labelled with L) and connectivity (linear, L, or branched, B). The SR, 

shown in Figure 4.4, indicate that HADDOCK3 performance was the best for LL glycans. For 

example, the SR for T1 high quality models is around 60%, 30%, 80%, and 70% for SL, SB, LL, 

and LB glycans, respectively. Considering a higher number of models (T50-T200), SR is almost 

the same for all the complexes but the ones involving SB glycans. The overall worse performance 

on those glycans, and, to a less extent on the SL ones, can be explained with two considerations. 

First, docking a smaller ligand could be more difficult with respect to a larger one, because the 

former must satisfy a lower number of spatial requirements. In other words, a smaller ligand could 

be docked to the protein partner with a greater variability of positions and orientations; the same 

could not hold true for a larger ligand, whose dimensions could force it to adopt a specific 

disposition with respect to the partner. The second consideration is that almost all (36/38) SL 

glycans bind the partner with all their residues, i.e., all the residues belong to the interface, while 

this happens for only half (3/6) among SB glycans. As the interface residues are restrained with 

AIRs to be part of the interface during the docking and refinement processes, this could explain 

why performance on the branched glycans is worse than the one on the linear of the same size. 
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Figure 4.4 - Performance of HADDOCK3 on bound dataset, based on glycans size (glycans composed by three or less 

monosaccharide units, S, or by more than three, L) and connectivity (linear, L, or branched, B). vdW scoring function is used. SR 

are also compared between docking runs performed with ti-aa and tip-ap AIRs, shown on the first and second row, respectively. 

SR are calculated for the top 1, 5, 10, 50, 100, and 200 models. 

 

Similar considerations can be helpful in discussing the performance obtained with tip-ap AIRs 

(second row of Figure 4.4), when no information is given about the glycans interface. The effect 

of using tip-ap AIRs is more pronounced for branched glycans than for linear ones. For example, 

concerning T1 high quality models, the difference SRtip-ap - SRti-aa are around -5% and more than 

-15% for linear and branched glycans respectively, independently on their size. In the case of 

longer glycans also, most of the time (27/34) LL glycans have all the residues involved in the 



 

4.21 

binding of the partner, whereas the same is true for only half (5/11) of the LB ones. This could be 

an explanation for the reason why docking branched glycans, independently on their size, is more 

difficult when no information about their interface is available. 

However, HADDOCK3 performance on protein-glycan complexes is not dramatically affected 

using tip-ap AIRs. Considering that experimental interface information for the glycans is rarely 

available in a realistic scenario and that performance with the ti-aa scenario can only be better, in 

the next sections docking calculations with tip-ap AIRs will be mainly discussed. 

 

R3: Performance on unbound dataset & how to select models for the refinement stage 

In a realistic scenario the bound conformations of the docking partners are unknown and 

conformational rearrangements could occur in the binding process. For these reasons, 

HADDOCK3 performance was assessed also on the unbound dataset (see Methods). When dealing 

with unbound structures, the flexible refinement stage of the rigid body models plays a 

fundamental role, as it allows the partners to adapt to each other. 

The problem that needed to be addressed before performing this stage was how to choose a 

subset of rigid body models to refine, namely whether to pick the first 200 models ranked by their 

HADDOCK score or the 5 best models of the first 50 clusters. These SR are shown, divided by 

glycan size and linearity, in Figure 4.5. 
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Figure 4.5 - HADDOCK3 performance on unbound dataset, using vdW scoring function and tip-ap AIRs. SR are calculated: on 

the T1 to T200 rigidbody models (first column) and on T1 to T50 rigid body clusters, considering only the top 5 models of each 

cluster (second column); on the T1 to T200 refined models (third column) and on T1 to T5 refined clusters, considering only the 

top 4 models of each cluster (fourth column). Models are refined according to the cluster-based selection (second column). SR is 

calculated separately for the three categories of complexes grouped by glycans size and connectivity: SL-SB (top row), LL (middle 

row), and LB (bottom row). 
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The comparison of the SR obtained on the single models (first column of Figure 4.5) with those 

obtained on the clustered models (second column of Figure 4.5), allows to observe that, overall, 

the selection of the clustered models is beneficial to the docking SR. More specifically, considering 

SL and SB glycans (Figure 4.5, first row), selecting the 200 best scoring rigid body models ranked 

singularly (“rigidbody” column) results in a 44% of medium-quality SR. On the other hand, if the 

top 5 models of the first 50 clusters are selected, medium-quality SR increases to 80% (“rigidbody, 

clustered” column). This results also in a slightly higher recovery of high-quality models (8% 

instead of 4%) and in almost the totality (92%) recovery of acceptable models. Therefore, for this 

group of glycans, selecting the rigid body models after clustering is by far the best way to choose 

the structures for the refinement stage. This is likely a consequence of the high similarity of the 

rigid body models ranked in the best positions: more diverse poses are recovered with the 

clustering. 

A similar behaviour is observed for LB glycans (third row of Figure 4.5). Selecting the 200 best 

scoring rigid body models results in the retrieval of only 14% of medium quality models. If the 

top 5 models of the 50 clusters are selected instead, SR for medium quality models is around 43%. 

In this way, a few more acceptable-quality models are retrieved too. 

Concerning the LL glycans (second row of Figure 4.5), clustering the rigid body models does 

not seem to be significantly useful. SR for medium quality models is around 20% both for T200 

models and T50 clusters. The SR for acceptable quality models does not change significantly 

either. However, by comparing the SR for T50 medium-quality models (< 10%) with SR for T10 

medium-quality clusters (> 40%), the latter consisting of around 50 models too, it can be seen how 

clustering is convenient, especially when limited computational resources limit the number of 

structures that can be refined. 
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Overall, selecting rigid body models after clustering is more convenient than using the standard, 

HADDOCK Score-based selection, as it allows the retrieval of a higher number of high-/ medium-

quality models. 

Flexible refinement was thus performed on 50 clusters, each of them composed by 5 or less 

models. SR was then calculated on the refined models, both on single structures (third column 

“flexref” of Figure 4.5) and cluster-based (fourth column, “flexref, clustered” of Figure 4.5). 

The introduction of the flexibility at the interface region strongly improves the quality of the 

models. Considering all the refined models, i.e., comparing the SR of the T50 rigid body clusters 

(second column of Figure 4.5) with the SR of the T200 refined models (third column of Figure 

4.5), we can observe how, for SL-SB glycans, high-quality SR increases from 8% to 32%, 

medium-quality SR increases from 80% to 92%, and the totality of the models falls within the 

acceptable quality cut-off. As for LL glycans, medium-quality SR increases from around 20% to 

almost 80%; all the models are of acceptable quality. Improvements in SR are still substantial for 

LB glycans, for which medium-quality SR increases from 43% to 57%. 

The cluster-based SR (CB-SR) calculated on the refined models is consistently higher than the 

CB-SR calculated on the clustered rigid body models. As an example, the best scoring cluster (T1), 

medium quality CB-SR increases from 32% to 44%, from 4 to 9%, and from 0% to 14% for SL-

SB, LL, and LB glycans, respectively. 

 

In Figure 4.6, the best scoring refined models superimposed to the corresponding rigid body 

models and to the reference structures of three complexes, representative of the SL-SB, LL, and 

LB groups, are shown as an example. It can be seen that the refinement stage results in a better 

ranking of the models, whose quality improves too (lower IL-RMSD values are obtained following 
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the refinement). The quality of the models decreases with the increasing complexity of the glycans: 

a high-quality model is produced for the 1C1L complex (SL, IL-RMSD = 0.52 Å after the 

refinement), a medium-quality model for 5VX5 (LL, IL-RMSD = 2.22 Å), an acceptable-quality 

model for 1OH4 (LB, IL-RMSD = 4.42 Å). 

 

Figure 4.6 - Superimposition of the best scoring flexref models (orange) and the rigidbody models (teal) to the reference structures 

(grey) for the complexes 1OH4 (LB, top panel), 5VX5 (LL, bottom left panel), and 1C1L (SL, bottom right panel) and the unbound 

docking scenario carried out with vdW scoring potential and tip-ap AIRs. Oxygen atoms of the glycans are shown in red in all the 

structures, nitrogens in blue, hydrogens not shown. Ranking and IL-RMSD values with respect to the reference structures for the 

flexref and rigidbody models are shown too. 

 

HADDOCK3 performance on the unbound dataset was also evaluated using the ti-aa AIRs 

(Figure 4.7); considerations like the ones done for the tip-ap scenario can be done. 
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Figure 4.7 - HADDOCK3 performance on unbound dataset, using vdW scoring function and ti-aa AIRs. SR are calculated: on the 

T1 to T200 rigidbody models (first column) and on T1 to T50 rigid body clusters, considering only the top 5 models of each cluster 

(second column); on the T1 to T200 refined models (third column) and on T1 to T5 refined clusters, considering only the top 4 

models of each cluster (fourth column). Models are refined according to the cluster-based selection (second column). SR is 

calculated separately for the three categories of complexes grouped by glycans size and connectivity: SL-SB (top row), LL (middle 

row), and LB (bottom row). 
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The SR obtained after the refinement stage are lower than the ones obtained on the bound 

dataset. This is because the refinement stage cannot consistently recover the bound conformation 

of the protein-glycan interface, especially if the glycan has a complex structure and its unbound 

conformation is far from the bound one. An attempt for improving the SR of unbound 

conformations was done by performing longer simulations during the refinement stage (see Table 

4.3 for the number of steps, labelled with “extended”). However, this extended refinement stage 

did not improve SR significantly nor in a uniform way, as it seemed to depend on the number of 

models and the group of glycans considered. As this behaviour could not be rationalized in a simple 

way, this approach was discarded. 

The challenge of docking unbound conformations was then addressed by considering the glycans 

conformational variability prior to the docking process. 

 

R4: Glycans conformational sampling 

Conformational sampling of the glycans was carried out to perform docking calculations with 

an ensemble of structures. Results are discussed by considering separately the three categories of 

glycans: SL-SB, LL, and LB, given that ref_Glycan_RMSD (i.e., the Glycan_RMSD of the 

conformation generated by the GLYCAM-web webserver with respect to the bound one) has a 

strong dependency on glycans size and connectivity, as a consequence of the larger number of 

conformations that longer and more complex glycans can assume with respect to the shorter ones. 

The distributions of ref_Glycan_RMSD are shown in Figure 4.8. 
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Figure 4.8 - Violin plot showing the distribution of ref_Glycan_RMSD for the three categories of glycans SL-SB, LL, and LB. 

Median values are shown on top of the plot. 

 

The sampling was performed with five different protocols, where MD simulations of different 

length were carried out on different number of models. The parameters of these scenarios are 

shown in Table 4.4. 

For each protocol, Glycan_RMSD values were calculated for all the generated conformations 

and compared with the ref_Glycan_RMSD. As an example, such plots are shown for glycans 1C1L 

(SL), 5VX5 (LL), 1OH4 (LB) in Figure 4.9. 
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Figure 4.9 – Distribution of the Glycan_RMSD values obtained for glycans 1C1L (first column), 5VX5 (second column), and 1OH4 

(third column) with the different sampling scenarios, with respect to the ref_Glycan_RMSD. 

 

The best protocol is the one that allows to sample the largest pool of conformations and thus also 

the one showing the lowest Glycan_RMSD values, i.e., the closest to the bound structure. The 

distributions of the lowest Glycan_RMSD values, for the different sampling scenarios and for the 

three groups of glycans (SL-SB, LL, LB) are shown in the boxplots in Figure 4.10. 

The protocol that allows to obtain the lowest median values (Figure 4.10) is sf400-x16. For SL-

SB glycans, the median decreases from 0.36 Å (ref_Glycan_RMSD) to 0.14 Å (sf400-x16); for 

LL glycans, from 0.82 Å to 0.52 Å; for LB glycans, from 1.36 Å to 0.73 Å. 
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Figure 4.10 - Boxplots representing the comparison between ref_Glycan_RMSD and the lowest Glycan_RMSD obtained with the 

5 sampling scenarios. The comparison is shown for the three groups of glycans: SL-SB (top), LL (bottom left), and LB (bottom 

right). 

 

With the aim of obtaining limited ensembles of structures for further docking calculations, the 

[rmsdmatrix] and [clustrmsd] modules in HADDOCK3 were exploited, extracting either 10 or 20 

clusters from the ensemble. Glycan_RMSD values of the centers of such clusters were calculated 

with ProFit v3.321,22 and compared to the overall sf400-x16 distribution, in order to understand 

which number of clusters is necessary to uniformly cover the whole distribution. 

As an example, the plots showing the overall distribution and the values of 10 and 20 clusters 

centres are reported for glycans 1C1L (SL), 5VX5 (LL), 1OH4 (LB) in Figure 4.11. 
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Figure 4.11 – Comparison of the overall sf400-x16 distribution with the Glycan_RMSD values of 10 and 20 clusters centres, for 

the glycans 1C1L (top), 5VX5 (bottom left), and 1OH4 (bottom right). 

 

Overall, grouping the sampled models in 20 clusters was the more appropriate way for retaining 

low Glycan_RMSD conformations. However, the centers of the clusters characterized by the 

lowest Glycan_RMSD values rarely correspond to the sampled conformations closest to the bound 

form, i.e. the latter are typically “lost” in the clustering process. This happens for example for 

glycan 1OH4 (bottom right panel, Figure 4.11): conformations with a Glycan_RMSD around 1 Å 

are sampled, but the conformation closest to the bound structure which is retaind after the 

clustering process shows a Glycan_RMSD around 1.3 Å. For a complete view of the problem, for 
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all the glycans, the Glycan_RMSD values of the clusters centers closed to the bound conformations 

are plotted against the same values from the overall sampling (Figure 4.12). 

 

Figure 4.12 - Lowest Glycan_RMSD values after clustering are plotted against the lowest Glycan_RMSD from the overall 

sampling. The comparison is shown for the three groups of glycans: SL-SB (top), LL (bottom left), and LB (bottom right). 
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The centers of these 20 clusters were merged using pdb-tools18 in an ensemble to be used in new 

docking calculations. Such structures, as an example, are shown in Figure 4.13 for the three 

glycans 1C1L (SL), 5VX5 (LL), 1OH4 (LB). 

 

Figure 4.13 - Superimposition of the centers of the 20 clusters (light blue) obtained from the sf400-x16 sampling scenario and of 

the unbound conformation generated by GLYCAM-Web webserver (yellow) to the bound conformations (black) for the complexes 

1OH4 (LB, top panel), 5VX5 (LL, bottom left panel), and 1C1L (SL, bottom right panel). Oxygen atoms are shown in red in all 

the structures, nitrogens in blue, hydrogens not shown. 

 

R5: Using an ensemble slightly improves success rates in unbound docking 

New docking calculations were then performed with the unbound conformations of the proteins 

(as in R3) and the ensemble of glycans to assess whether higher SR could be achieved by including 

conformations of glycans closer to the bound forms. In Figure 4.14, the corresponding SR 

calculated on the refined models is compared to the one obtained with single glycan conformations 

for the three categories of glycans. Improvements obtained with the latter are limited but present. 
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Figure 4.14 - HADDOCK3 performance on unbound dataset, using vdW scoring function and tip-ap AIRs. SR, calculated on the 

top 1, 5, 10, 50, 100, and 200 refined models (flexref stage), are compared between single conformations runs (left column) and 

ensemble runs (right column). SR is calculated separately for the three categories of complexes grouped by glycans size and 

connectivity: SL-SB (top row), LL (middle row), and LB (bottom row). 
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Considering complexes with SL-SB glycans (Figure 4.14, top row), high-quality SR increases 

from 4, 12, 24, and 32% to 12, 20, 32, and 36%, for T1, T5, T10, and T200 models respectively. 

The number of medium-quality models slightly increases too. As for complexes with LL glycans 

(Figure 4.14, middle row), some high-quality models are generated with the ensemble, with SR 

around 4% (T1 and T5 models) and around 9% (T10-T200); despite the medium-quality SR 

decreases with respect to the single conformations docking runs. If acceptable models are 

concerned, the T1 SR increases while the other do not change (T50-T200) or even decrease (T5-

T10) with respect to the single conformations runs. Using the ensemble for complexes with LB 

glycans (Figure 4.14, bottom row) does not seem to significantly help as far as T1-T10 models are 

considered. Medium-quality SR decreases (T1) or does not vary (T5 and T10), while acceptable-

quality SR remains constant for T1 and decreases for T5 and T10 models. Improvements following 

the introduction of the ensemble are only visible for T50-T200 models, where medium-quality SR 

increases from 42% (T50) and 57% (T100 and T200) to around 70% for all of them. Moreover, all 

the models from T50 onwards fall within the acceptable cut-off. 

Docking runs with the ensemble were performed also with ti-aa AIRs, with similar results 

(Figure 4.15). 
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Figure 4.15 - HADDOCK3 performance on unbound dataset, using vdW scoring function and ti-aa AIRs. SR, calculated on the top 

1, 5, 10, 50, 100, and 200 refined models (flexref stage), are compared between single conformations runs (left column) and 

ensemble runs (right column). SR is calculated separately for the three categories of complexes grouped by glycans size and 

connectivity: SL-SB (top row), LL (middle row), and LB (bottom row). 

 



 

4.37 

Overall, the rather limited improvements in SR following the introduction of the ensemble can 

be reconducted to the following interlinked reasons. The first one concerns the short, limited 

glycan conformational sampling performed with the HADDOCK3 water refinement module. At 

this stage, drawbacks could be due both to the relatively short MD simulations and to the force 

field employed in the program, i.e., the all-purpose OPLS-AA force field14. A second problem is 

the loss of some of the sampled conformations characterized by the lowest Glycan_RMSD values; 

this, as it was shown, is consequence of the unavoidable clustering of the whole pool of sampled 

conformations. At last, a consideration needs to be done on the docking stage. Following an 

increase in the number of input structures by a factor 20, the number of models to be generated 

and then refined was increased too. However, this was not done linearly with the number of 

structures to avoid exceedingly expensive calculations: 4000 models were generated instead of 

1000 (single conformations runs); 150 cluster composed by at maximum 5 models were sent to 

the refinement stage, instead of the 50 of the single conformations runs. 
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4.4 – Conclusions 

In the present study, the ability of HADDOCK3 in reproducing the tridimensional structures of 

glycan- protein complexes was assessed. First, the performance was evaluated on the rather simple, 

unrealistic scenario involving the partners in their bound conformations, giving full information 

about the interface (ti-aa AIRs). The best rigid body scoring function was shown to be the vdW 

scoring function, having an upweighted van der Waals energy term which better accounts for the 

glycans hydrophobicity. The SR were calculated on the bound dataset split in the four groups SL, 

SB, LL, and LB and it was shown that, overall, the prediction of the complexes is easier when LL 

and LB glycans are involved; this is probably a consequence of the lower number of possible 

dispositions that longer glycans can assume when binding the protein. Assuming no information 

on the glycan’s interface (tip-ap AIRs) on the bound dataset causes decreases in the SR mainly 

for complexes involving branched glycans, independently on their size. 

HADDOCK3 performance was then evaluated on the unbound dataset. Docking runs were 

performed on protein unbound structures retrieved from the PDB and on glycans conformations 

generated through the GLYCAM-web webserver. It was observed that a cluster-based selection of 

the rigid body models is beneficial for docking success, as it allows to pick more correct models 

for refinement. 

Overall, the SR obtained on the unbound dataset are lower than the ones calculated on the bound 

dataset. Therefore, the glycan conformational variability was accounted for prior to the docking 

by means of MD simulations and clustering, thus producing an ensemble of glycan structures. It 

was observed that the introduction of a pool of glycans structures produces slight improvements, 

due to the not exhaustive glycan conformational sampling and to the clustering step, and to the 

“dilution problem” which may arise when having multiple conformations in input to the docking. 
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In conclusion, the present study showed that HADDOCK3 is indeed suitable for the prediction 

of glycan-proteins binding geometries, as it was seen with the evaluation of its performance on the 

bound dataset. However, docking unbound conformations remains a challenging open problem. 

This is mostly due to the large conformational variability of glycans, which grows with their 

complexity. 

Future efforts could be oriented on the development of a more efficient protocol for the 

generation of glycans conformations to be incorporated in the docking calculations, possibly 

integrating different MD software such as GROMACS29 or OpenMM30 within the HADDOCK3 

docking pipeline. 

Besides the most challenging task of properly account for glycans conformational variability, 

there a few other aspects that need to be addressed. One of them concerns expanding the list of 

glycans supported by HADDOCK3. 
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Section 5 – Final remarks 

 

This PhD thesis concerned the use of data-driven, physics-based computational methods for the 

determination of the three-dimensional structures of protein-protein and protein-glycans 

complexes. 

The two projects presented here share some common points. Physics-based computational 

approaches, such as molecular dynamics simulations and molecular docking, were employed in 

both. In addition, the calculations performed for both projects are “data-driven”, meaning that the 

available experimental data were exploited to increase the reliability of the modelling procedures. 

 

In Section 3, a specific use case related to protein-protein interactions was presented. The 

project, which was carried out in collaboration with Dr. Alessandro Maiocchi (Bracco S.p.A) and 

Dr. Elisabetta Moroni (SCITEC-Italian National Research Council), followed the publication of 

two patents, owned by Bracco S.p.A. These patents concern the use of two small engineered 

proteins, namely affitins, for the recognition of a molecular target of undoubtable importance, i.e., 

the human epidermal growth factor receptor 2 (HER2). The aim was to predict the structure of the 

Affitin_1-HER2 and Affitin_2-HER2 complexes, knowledge of which is essential for the 

optimization of the binding affinity. This was achieved by, first of all, incorporating in the docking 

calculations the experimental evidence that the two affitins do not compete for the HER2 binding 

sites involved in the recognition of the monoclonal antibodies Trastuzumab and Pertuzumab. Then, 

the obtained docking models were evaluated with the aim of identifying the most likely ones. 

This was done through a procedure previously developed on a dataset of experimentally known 

complexes consisting of affitins and other protein partners. The procedure is based on a consensus 
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approach between DockQ and MLCE, two methods relying on different assumptions. DockQ 

assesses the quality of a model on the basis of its stability along MD trajectories. MLCE is used to 

predict binding sites the isolated structure of one of the two proteins. The presence of a match 

between these predicted sites and the binding areas in the docking models is then checked; if a 

match is found, the pose is considered more likely than the others. 

The application of the DockQ-MLCE consensus approach, and the consideration of the ClusPro 

score at the same time, allowed to obtain the most likely docking poses for the complexes 

Affitin_1-HER2 and Affitin_2-HER2. These were compared with the structures of complexes, 

available in the Protein Data Bank, consisting of HER2 and different protein partners. In this way, 

two protein partners, namely an affibody and a Fab, were identified as possible candidates to 

perform competitive binding assays. These experimental tests could assess whether Affitin_1 and 

Affitin_2 actually bind HER2 on the predicted epitopes. 

 

Section 4 reports the work done at the Computational Structural Biology (CSB) group (Bijvoet 

Centre for Biomolecular Research, Universiteit Utrecht), under the supervision of Prof. Alexandre 

Bonvin and Dr. Marco Giulini. The study aimed to build a reliable protocol, based on the 

HADDOCK3 docking programme, currently under development at the CSB group, for the 

prediction of protein-glycan complexes.  

Docking calculations were driven by the information on the binding interface of the protein 

partners, which was included as a restraint in the docking calculations. This was possible as the 

building of the protocol of course implied the use of protein-glycan complexes whose structures 

are known and deposited in the Protein Data Bank. In a realistic scenario, where the structures 
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would not be known, the information on the interface could be obtained, for example, by NMR 

analysis. 

HADDOCK3 performance was evaluated on both a bound and an unbound dataset. The former 

dataset was used to evaluate the rigid body scoring function that best reproduces the structures of 

the complexes. The calculations carried out on the unbound dataset, instead, highlighted the 

importance of a finely tuned selection of the rigid body models to be used for the following MD-

based refinement stage. It was found that a RMSD-based clustering of the rigid body models allows 

more good quality models to be selected for the refinement. 

The success rates obtained with the unbound dataset were partially improved by including, in 

new docking calculations, an ensemble of glycans conformations generated within HADDOCK3. 

Given the results, there is still room for improvement. Therefore, future efforts could be directed 

toward developing a more efficient protocol for generating glycans conformations to be 

incorporated in the docking calculations. 
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Appendix 1 – Other activities 

In this appendix, other activities carried out during the three years of the PhD studies are briefly 

covered. Both the two projects herein described mainly used unbiased (and sometimes enhanced) 

Molecular Dynamics (MD) simulations, and a little bit of quantum mechanical calculations. 

 

Partition of organic and metalorganic compounds in the biphasic systems n-

octanol/water and micelle/water 

The aim of this project has been the study of the partition process of several molecules in two 

biphasic systems by using methods based on Molecular Dynamics (MD) simulations. All the 

species have been described with the same force field (2016H66), once its reliability has been 

tested comparing the n-octanol/water partition free energies calculated from the MD and Free 

Energy Perturbation (FEP) method with those obtained from the quantum-mechanical SMD 

method. 

The protocol has then foreseen: i) steered MD (SMD) simulations for displacing the solutes from 

one phase to another; ii) umbrella sampling (US) simulations carried out on the configurations 

extracted from the SMD simulations; iii) use of the Weighted Histogram Analysis Method 

(WHAM) to obtain the Potential of Mean Force (PMF) profiles and thus the free energies of 

partition. 

First, the biphasic system n-octanol/water has been considered together with molecules for 

which experimental values of partition coefficients are available. The aim of this first part has been 

to identify the set-up that would allow to best reproduce the experimental values. Different 

combinations of parameters in terms of dimensions of the simulations box, number of sampled 
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conformations along the SMD trajectory and extension of the sampling of each umbrella window 

have been considered. 

Then, attention has been given to a biphasic system micelle/water, which is made up by the self-

organization of surfactant molecules dispersed in water. Such systems have gained importance 

because of their ability to behave as nanoreactors for carrying out organic reactions, including 

cross-coupling ones among the others.  

The specific object of our study has concerned the non-ionic surfactant Kolliphor-EL (K-EL) 

and the Suzuki–Miyaura reaction (Figure A1.1) between an aryl halide (1) and a phenyl boronic 

acid (2) which, in the presence of a palladium(0) complex as catalyst (3), give the cross-coupling 

product (4). This reaction was performed by the research group of Prof. Luca Beverina 

(Department of Materials Science-UNIMIB). 

 

 

Figure A1.1 – Suzuki–Miyaura Cross-Coupling Reaction considered in the study. Figure reproduced from reference1. 

 

Starting from the K-EL molecules dispersed in water, a micelle model has been generated by 

MD simulations, adopting the 2016H66 force field. For each species involved in the reaction, six 

SMD simulations starting from different points around the micelle have been carried out, in order 

to account for anisotropy of the micelle. US simulations have then been performed on the 

configurations identified on these coordinates. Finally, an overall PMF profile for the transfer 

process between the two phases has been generated by using the WHAM. 
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The overall picture emerging from these results confirms that the molecular species involved in 

this reaction prefers the micellar environment and concentrates in different but close zones of the 

micelle, as it can be seen from the minima of the PMF profiles (Figure A1.2). 

 

 

Figure A1.2 – PMF calculated for the four species by MD/US by six independent simulations starting from different positions of 

the solute with respect to the micelle. Standard deviation bars are reported. Figure reproduced from reference1. 

 

These results support the experimental evidence that the use of suitable surfactant agents 

promotes reactivity, allowing micelles to behave as nanoreactors in which reactive species are 

solubilized and enhance their local concentration. 

 

 

Calix[4]arene‐Based Sensitizers for Host‐Guest Supramolecular Dyads for 

Solar Energy Conversion in Photoelectrochemical Cells 

The photogeneration of electricity and solar fuels by solar irradiation in photoelectrochemical 

cells is one of the sectors with the highest growth potential in the decarbonised society. However, 

the use of different components, in particular photosensitizers and catalysts, can present problems 

of charge transfer efficiency at the interface, leading to lower final efficiencies. The research group 

of Prof. Alessandro Abbotto (Department of Materials Science-UNIMIB) designed novel 
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integrated photosensitizer-catalyst dyads based on robust and flexible host-guest non-covalent 

interactions through the use of calix[4]arene cavities. A pictorial representation of the process is 

shown in Figure A1.3. 

 

Figure A1.3 – Pictorial representation of the calix[4]arene moiety incorporated in the structure of a di-branched D-(π-A)2 

metal-free organic sensitizer, anchored on a TiO2 surface, to exploit host-guest interaction with a proper Ru(II) water oxidation 

catalyst. This should enhance the water oxidation in a photoactive device. Figure reproduced from reference2. 

 

Current photogeneration in photoelectrochemical cells showed greater efficiency in the 

integrated calixarene-based host-guest dyads compared to the traditional architecture based on the 

separate photosensitizer-catalyst pair. However, this efficiency depends on the photosensitizer 

used (Calix-PTZ and Calix-PTZ2). 

With the aim of rationalizing their different behaviour, Molecular Dynamics (MD) simulations 

of the two photosensitizers containing the catalyst in their cavities and anchored to the [101] 

anatase surface were performed. 

Along the MD trajectories, a series of geometrical parameters able to affect the efficiency of the 

electron transfer processes were sampled: a) the distances between the centre of the thiophene 

rings (area of the LUMO, as identified from quantum mechanical calculations) and the TiO2 

surface; b) the angles between the planes defined by the thiophene rings and the TiO2 surface, 

assumed as representative of the orientation of the LUMO with respect to the TiO2 surface; and c) 

the distance between the centre of the phenothiazine ring (area of the HOMO) and the ruthenium 
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atom of the catalyst. The main result obtained shows that the probability for the LUMO to approach 

the surface is higher for Calix-PTZ than for Calix-PTZ2, thanks to the greater mobility of the 

former. This could be one of the reasons of the higher photocurrent density observed for Calix-

PTZ. 
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Appendix 2 – Additional data 

Appendix 2.1 – MD simulations of affitins Sac7d, Affitin_1 and Affitin_2 with 

the AMBER99SB-ILDN force field. 

The root-mean-square fluctuation (RMSF) of the backbone atoms (Figure A2.1) and the fraction 

of secondary structure elements (Table A2.1 and Figure A2.2) shows that performing MD 

simulations with the AMBER99SB-ILDN force field leads to an even higher stability of all the 

affitins, with respect to what is observed with the Gromos 53A6 force field. 

 

Figure A2.1  - Root mean square fluctuations (RMSF) of backbone atoms of each residue calculated for affitins Sac7d, Affitin_1, 

and Affitin_3 on the cumulative trajectories of the MD simulations carried out with Gromos 53A6 and AMBER99SB-ILDN force 

fields. 

 

 
 Structure Coil β-Sheet β-Bridge Bend Turn α-Helix 5-Helix 3-Helix 

Sac7d 
G53A6 0.73 0.16 0.46 0 0.09 0.13 0.14 0 0.01 

AMBER 0.85 0.09 0.52 0 0.04 0.18 0.15 0 0.02 

Affitin_1 
G53A6 0.67 0.18 0.47 0.01 0.11 0.12 0.07 0.02 0.02 

AMBER 0.82 0.11 0.48 0 0.04 0.17 0.16 0 0.03 

Affitin_2 
G53A6 0.65 0.19 0.43 0.01 0.12 0.11 0.1 0.01 0.03 

AMBER 0.84 0.08 0.53 0 0.02 0.16 0.15 0 0.05 

 

Table A2.1 - Secondary structure elements of wild type affitin Sac7d and of the Affitin_1 and Affitin_2 calculated with the Define 

Secondary Structure of Proteins (DSSP) algorithm on the cumulative trajectories of the MD simulations carried out with Gromos 

53A6 and AMBER99SB-ILDN force fields. The term “Structure” refers to the sum of α-helix, β-sheet, β-bridge and turn elements. 
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Figure A2.2 - DSSP analysis of affitin Sac7d along the MD simulation carried out with Gromos53A6 (top panel) and AMBER99SB-

ILDN (bottom panel) force fields. 

 

 

Appendix 2.2 – MD simulations of affitins retrieved from the PDB and of the 

ones designed in silico. 

MD simulations with the Gromos 53A6 force field were carried out also for the affitins retrieved 

from the PDB (Table 3.1) and the ones designed in silico (Figure 3.3). The centrotype of the most 

populated clusters (Figure 3.8) show that all the affitins have a similar fold. The RMSF (Figure 

A2.3 and Figure A2.4) and the fraction of secondary structure elements (Table A2.2 and Table 

A2.3) confirm this behaviour. 
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Affitins retrieved from the PDB 

 

Figure A2.3 - Root mean square fluctuations (RMSF) of backbone atoms of each residue calculated, for the affitins retrieved from 

the PDB, on the cumulative trajectories of the MD simulations carried out with Gromos53A6 force field. Comparison is shown 

with the wild type Sac7d. 

 

 Structure Coil β-sheet Bend Turn α-helix 

Sac7d 0.73 0.16 0.46 0.09 0.13 0.14 

4CJ0 0.65 0.17 0.5 0.14 0.13 0.02 

4CJ1 0.68 0.18 0.47 0.11 0.10 0.1 

4CJ2 0.74 0.15 0.47 0.09 0.14 0.12 

5ZAU 0.68 0.18 0.48 0.11 0.12 0.07 

6QBA 0.63 0.21 0.40 0.13 0.15 0.08 

5UFQ 0.65 0.20 0.43 0.11 0.13 0.08 

 

Table A2.2 - Secondary structure elements of wild type affitin Sac7d and of the affitins retrieved from the PDB, calculated with the 

Define Secondary Structure of Proteins (DSSP) algorithm on the cumulative trajectories of the MD simulations carried out with 

the Gromos53A6 force field. The term “Structure” refers to the sum of α-helix, β-sheet, β-bridge and turn elements. β-bridge, 5-

helix and 3-helix fractions are not shown as they are close to zero. 
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Affitins designed in silico

 

Figure A2.4 - Root mean square fluctuations (RMSF) of backbone atoms of each residue calculated, for the affitins designed in 

silico, on the cumulative trajectories of the MD simulations carried out with Gromos53A6 force field. Comparison is shown with 

the wild type Sac7d. 

 

 Structure Coil β-sheet Bend Turn α-helix 

Sac7d 0.73 0.16 0.46 0.09 0.13 0.14 

Seq_A 0.66 0.22 0.42 0.11 0.12 0.11 

Seq_B 0.71 0.17 0.48 0.09 0.13 0.10 

Seq_C 0.71 0.17 0.46 0.09 0.12 0.13 

Seq_D 0.69 0.20 0.46 0.10 0.10 0.12 

Seq_E 0.64 0.21 0.38 0.14 0.13 0.12 

 

Table A2.3 - Secondary structure elements of wild type affitin Sac7d and of the affitins designed in silico, calculated with the Define 

Secondary Structure of Proteins (DSSP) algorithm on the cumulative trajectories of the MD simulations carried out with the 

Gromos53A6 force field. The term “Structure” refers to the sum of α-helix, β-sheet, β-bridge and turn elements. β-bridge, 5-helix 

and 3-helix fractions are not shown as they are close to zero. 
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Appendix 2.3 – Performance of the four ClusPro scoring schemes in the 

prediction of the complexes affitins-protein partners 

Reranking of the first ten docking poses (labelled as in the docking server from best (0) to worst 

(9)) for the four scoring schemes on the basis of crystal_RMSD. The best performing scoring 

scheme is the “balanced” one, as for 6 out of 7 complexes the best docking pose found by the 

server is the closest to the crystallographic structure (lowest crystal_RMSD value). This number 

is 5, 4 and 1 for the "electrostatics", "hydrophobic" and "vdW+el" scoring schemes, respectively. 

 

"balanced" scoring scheme 

4CJ0 4CJ1 4CJ2 5ZAU 6QBA 5UFE 5UFQ 

0 0 0 0 2 0 0 

4 1 4 3 0 3 4 

9 2 3 2 1 7 8 

7 4 6 6 8 2 5 

2 5 2 1 9 5 7 

6 6 7 5 4 4 9 

3 3 9 7 3 1 1 

8 7 1 9 5 6 3 

5 9 5 4 7 8 2 

1 8 8 8 6 9 6 

 

"electrostatics" scoring scheme 

4CJ0 4CJ1 4CJ2 5ZAU 6QBA 5UFE 5UFQ 

0 0 0 0 1 2 0 

5 7 8 2 0 0 9 

3 3 9 5 2 7 8 

6 2 1 3 7 3 3 

2 4 5 1 3 6 6 

4 5 7 6 8 4 1 

9 1 2 9 4 8 4 

1 9 3 7 5 1 5 

7 6 6 8 6 5 2 

8 8 4 4 9 9 7 

 



 

A2.6 

 

"hydrophobic" scoring scheme 

4CJ0 4CJ1 4CJ2 5ZAU 6QBA 5UFE 5UFQ 

0 0 0 1 3 0 2 

1 1 2 4 0 3 0 

7 4 3 2 6 8 5 

2 2 6 6 1 2 9 

5 3 1 9 4 6 7 

3 5 8 7 2 5 4 

4  4 3 5 1 1 

6  7 0 7 4 6 

9  5 5  7 3 

8  9 8  9 8 

 

"vdW+el" scoring scheme 

4CJ0 4CJ1 4CJ2 5ZAU 6QBA 5UFE 5UFQ 

4 0 2 9 5 1 3 

0 3 5 1 8 6 0 

9 7 1 8 9 8 6 

3 8 3 5 6 7 5 

7 9 9 7 1 3 4 

5 4 0 2 3 9 7 

6 6 8 3 0 0 2 

2 1 4 0 2 5 8 

8 2 6 4 7 4 1 

1 5 7 6 4 2 9 

 



 

 


