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Abstract

Phase change materials are the active compounds in optical disks and in non-volatile

phase change memory devices. These applications rest on the fast and reversible switch-

ing between the amorphous and the crystalline phases, which takes place in the nano

domain in both the time and the length scales. The fast crystallization is a key feature

for the applications of phase change materials. In this work, we have investigated by

means of large scale molecular dynamics simulations the crystal growth of the pro-

totypical phase change compound GeTe at the interface between the crystalline and

the supercooled liquid reached in the device upon heating the amorphous phase. A

Neural Network interatomic potential, markedly faster with respect to first principles

methods, allowed us to consider high-symmetry crystalline surfaces as well as polycrys-

talline models which are very close to the actual geometry of the memory devices. We

have found that the crystal growth from the interface is dominant at high temperatures

while it is competing with homogeneous crystallization in the melt at lower temper-

atures. The crystal growth velocity markedly depends on the crystallographic plane

exposed at the interface, the (100) surface being kinetically dominant with respect to

the (111) surface. Polycrystalline interfaces, representative of realistic conditions in

phase change memory devices, grow with at significantly slower pace due to presence

of grain boundaries.

Keywords: Crystal Growth, Phase Change Materials, Supercooled Liquids, Molecular

Dynamics.
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Introduction

The relentless increase in the power of consumer, computer and communication electronics

requires data storage technologies able to keep up with the pace of data production and

exchange. Several options are under scrutiny for new non-volatile memory devices suitable

to overcome the limitations in speed and downscale of the current FLASH memories. Among

these, phase change memories (PCM) based on chalcogenide alloys are particularly promis-

ing.1–4 Indeed, 45 nm feature-size PCMs have already been delivered for mobile applications,

and memory cells below the 20 nm length scale have been developed as well.4,5 Materials

in the same class are also used in optical data storage (DVD and Blue rays)1 and, more re-

cently, in the realization of components for neuromorphic computing.6,7 These applications

rest on the ability of chalcogenide alloys to undergo upon heating a very fast (on the ns time

scale8) and reversible transformation between the crystalline and amorphous phases, which

display a large contrast in electrical and optical conductivity.1,2,9 However, the timescale of

the phase transition makes a direct experimental characterization of crystallization kinetics

at the operation conditions very challenging.10–12 On the other hand, the same very short

transformation timescale stimulated the study of the early stage of the crystallization pro-

cess by molecular dynamics (MD) simulations based on density functional theory (DFT).13–15

Still, to extract quantitative information on the nucleation rate and crystal growth velocity

and provide an effective comparison with experiments, large length and time scales are re-

quired, far beyond the reach of DFT simulations. As a route to overcome the limitations

of DFT-MD methods we have developed interatomic potentials based on the fitting of a

large DFT database by means of a Neural Network (NN) scheme.16–18 We have recently

used this scheme to generate a NN potential for the compound GeTe,19 a prototypical phase

change material that shares many properties with Ge2Sb2Te5 (GST),20–23 the alloy actually

used in PCMs. The NN potential allows simulating tens of thousand of atoms for tens of

ns by retaining an accuracy close to that of the underlying DFT potential energy surface.

Using this potential we have tackled a comprehensive investigation of GeTe,20,24 including
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a quantitative estimate of the activation energy for the homogeneous crystallization in the

supercooled liquid.25 We have demonstrated that the high speed of homogeneous crystalliza-

tion is actually due to the high diffusivity at low temperatures, which in turn boosts both

the nucleation rate and the growth velocity of supercritical nuclei. The large self-diffusion

coefficient at low temperatures is a manifestation of the fragility of the supercooled liquid,

which shows a breakdown of the Stokes-Einstein relation due to the emergence of dynamical

heterogeneities in the liquid .25,26

However, at operating conditions the crystallization process of GeTe does not proceed

via homogeneous nucleation. Instead, the growth progresses from the interface between the

polycrystalline material and the amorphous region.27–29 In this work, we have thus under-

taken this last step towards an atomistic modeling of the crystallization process in PCM

by studying the propagation of the crystalline front at the interface between crystalline and

supercooled liquid GeTe by means of very large (104 atoms) NN-MD simulations. In fact,

when crystallization in PCM devices takes place, the amorphous phase is brought to a tem-

perature much higher than the glass transition temperature Tg. The phase transformation

typically occurs from a supercooled liquid phase4 just below the melting temperature Tm

(exp. 998 K30). On the other hand, Tg is believed to be close to the crystallization temper-

ature detected by differential scanning calorimetry (Tx=400-450 K34). Thus, we shall refer

throughout the paper to such temperature range when discussing explicitly Tg, although

the heat capacity step associated with the glass transition has not been clearly reported for

GeTe nor for several other phase change materials. We have thus studied the crystallization

process at the representative temperatures of 500 K and 700 K during the quenching of the

supercooled liquid in contact with the crystal. To this end we have used slab models to

describe the interface between the crystal and the supercooled liquid. We have performed

simulations for the two most relevant crystal faces of the cubic rock salt phase of GeTe,

namely the (100) and (111) surfaces, as well as for a representative model of a polycrys-

talline surface which is very close to the real configuration experimentally realized in PCM
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devices.

In the following we will demonstrate that homogeneous nucleation in the melt and crys-

talline growth at the liquid-crystal interface are competing processes close to the glass tran-

sition temperature. It turns out that the crystal growth at the interface is diffusion limited

in the whole temperature range considered (500-700 K), and that it proceeds following a

continuous growth mechanism which leads to a finite surface roughness. We have also found

that the crystal growth velocity depends on the crystallographic planes at the crystal-liquid

interface. In fact, the (111) surface grows slower than the (100), as in time it develops small

three-sided pyramids exposing {100} facets. We observe the same trend in the case of the

polycrystalline interface as well, where different grains tend to grow by faceting along {100}

planes. The fact that the (100) surface is kinetically dominant in this temperature range

might concur to the formation of the octahedral shape of GeTe micro-crystals exposing the

slowest growing {111} planes that have been observed experimentally.31,32

Results and Discussion

(100) surface

Starting from an initially ideal crystalline slab in contact with the melt the system is equi-

librated at fixed temperature. This procedure leads to a solid-liquid interface with a finite

roughness. Details of the protocol employed to generate and equilibrate all the interface

models are reported in the Supporting Information (SI). The crystalline part of the slab

was prepared in the cubic rock-salt phase of GeTe (� phase) which is stable at high tem-

perature and transforms into the trigonal ferroelectric (↵) phase33 at a critical temperature

reported in the range 623-705 K.34,35 As it is unclear whether this critical temperature can

be accurately reproduced by the DFT functional underlying our NN potential, we have used

the cubic lattice of the rock salt structure also at the lower temperature of 500 K. The local

trigonal distortion with the alternation of short and long bonds of ↵-GeTe can actually arise,
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albeit distributed in a random manner, also by using a cubic supercell.36 To assess possible

finite size effects, we have studied two different interface models (M1 and M2) with different

aspect ratio of the in-plane and vertical sizes as given in Tab. 1. The calculated speed of

crystal growth (cf. Tab. 1) turns out to be the same for the two models indicating that

the smaller one is already unaffected by finite size effects. Thus, we refer in this section to

M1 only, while results for the M2 model are reported for comparison in the SI (Fig. S1).

We label an atom as crystalline or not according to the value of the order parameter Q̄4

described in the SI.

Table 1: Details of the models of the interface between supercooled liquid and
crystalline GeTe (see text). Nat is total number of atoms in the model, Nbulk is the
number of crystalline layers before crystallization takes place, hkl are the Miller
indexes of the crystalline plane in contact with the liquid, and u is the crystal
growth velocity. The crystal growth front proceeds along the c axis. In the case
of the polycrystalline model MP, Nbulk cannot be defined (nd=undefined). M111T

refers to the trigonal crystalline phase.

Model Nat Cell vectors [Å] Nbulk hkl u [m/s]
a b c 500 K 700 K

M1 10240 48.59 48.59 127.91 8 100 1.7 ± 0.2 9.3 ± 0.4
M2 24576 97.18 97.18 76.07 8 100 1.7 ± 0.2 9.3 ± 0.4

M111 11600 76.85 73.95 60.32 7 111 0.9 ± 0.2 8.2 ± 0.4
M111T 9084 50.12 49.61 111.25 7 111 0.7 ± 0.2 0.0000

MP 32768 99.27 99.27 99.27 nd mix 0.7 ± 0.6 6.8 ± 0.5

The kinetics of crystal growth is different at the two temperatures considered of 500

K and 700 K. At 700 K the probability of nucleation from the melt is very low, and thus

the crystal grows from the interface until the crystalline phase has filled the whole of the

simulation box, leading to the formation of a single crystal. On the other hand at 500 K, the

nucleation probability is much higher, such that a significant number of crystalline clusters

nucleates in the melt and grows simultaneously with the growth of the crystalline front from

the interface.

We have monitored the number of crystalline nuclei as a function of time at both 500

K and 700 K (panel a) of Fig. 1). Snapshots of the growing surface at both temperatures
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are shown in panel b) of Fig. 1. The presence of crystalline nuclei in the melt hinders the

crystalline growth from the interface. This is shown in panel c) of Fig. 1, reporting the time

evolution of the effective thickness of the crystalline slab Lcr, which is defined by

Lcr = Ncr ·
dhkl

2Nsurf

(1)

where Ncr is the number of crystalline atoms at time t, dhkl is the spacing between (hkl)

crystallographic planes, and Nsurf is the number of atoms in a pristine crystalline surface

layer. The factor 1/2 accounts for the fact that two crystal fronts are growing simultaneously

from the two sides of the crystalline slab. The d100 spacing is ⇠ 3.04 Å and depends very

little on temperature. The speed of crystal growth uhkl is then obtained from the slope of

Lcr as a function of time.

While at 700 K the growth is linear in time until the two crystalline surfaces merge,

at 500 K the linear regime holds only in the very early stages of crystallization. Once the

crystalline surface starts to interact with the nuclei inside the melt, the speed of crystal

growth decreases, as the nuclei have different orientations with respect to the growing (100)

surface. Ordering atoms at grain boundaries is in fact a process slower than crystal growth

from the interface. Therefore, in spite of the simultaneous crystal growth from the interface

and from homogeneous nucleation, the increase in the number of crystalline atoms in the

whole sample slows down with time at 500 K as shown in Fig. S2 of SI.

The speed of crystal growth obtained from the linear growth regime of the (100) surface is

comparable, although slightly higher, to what we have previously obtained from simulations

of the homogeneous crystallization.25 We must consider that the small growing nuclei in the

melt simulated previously exposed different crystallographic planes and that, as we shall see

in the next sections, the crystallographic orientation plays a significant role in the crystal

growth kinetics. Note that the temperature dependence of the speed of crystal growth

u obtained here can be well described by the expression derived from classical nucleation

theory for diffusion-limited crystallization37,38
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u(T ) =
6D(T )

�
(1� e

��µ(T )
kBT ) (2)

where D is the self diffusion coefficient, � a typical jump distance for diffusion, and �µ

is the free energy difference between the crystal and the supercooled liquid at temperature

T . Indeed, by substituting in the above expression the values for the self-diffusion coefficient

computed by NN simulations in Ref.,24 those for �µ obtained in Ref.25 within the Thomson

and Spaepen approximation,39 and � ⇠ 3 Å, we get a crystal growth velocity of 10.9 m/s

and 1.8 m/s at 700 K and 500 K respectively. These values agree very well with the num-

bers extracted from the direct simulations of the crystallization process (cf. Table 1), thus

providing further verification of our previous results on homogeneous crystallization.25

Growth mechanism

The heterogeneous crystallization from the (100) surface is a rough, continuous growth, in

which there are no preferential surface sites for the attachment of atoms from the liquid.

We have observed no evidence of a layer by layer mechanism or of a birth and spread (two

dimensional nucleation) process. In fact, the morphology of the growing surfaces shows a

significant roughness at the atomic level, with a large number of under coordinated kink

sites, evenly distributed across the model surface as shown in panel a) of Fig. 2. These

and the following conclusions are drawn from the analysis of the model M2 characterized by

the largest extension in the interface plane. Similar results are obtained for the smaller M1

model as reported in Fig. S3 of SI.

In order to discriminate between a layer-by-layer and a continuous 3D growth mechanism

we have followed the approach of Ref.,40 by dividing the simulation box into k slices along

the growth axis. Each slice has a fixed thickness which is slightly larger than dhkl, so that

it can accommodate a complete crystalline plane. Then, we have computed the number of

crystalline atoms Nc,k contained in each k slice, and we have monitored Nc,k as a function
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of time for five k slices, starting from the outermost perfect crystalline one. The results

reported in panel b) of Fig. 2 show that several k slices are growing at the same time at both

500 and 700 K, demonstrating that crystal growth proceeds in a continuous fashion without

any evidence of lateral growth. Such a mechanism is due to the fact that the jump frequency

of a single atom on the crystalline surface is lower than the rate of attachment per surface

site of atoms from the melt. This can be assessed by computing the diffusion length that

surface atoms (see SI for the definition) experience within the time interval tl required to

build a complete crystalline layer. From the growth velocities reported in Tab. 1, we obtain

tl=200 ps at 500 K and tl=30 ps at 700 K. It turns out that within tl only a small fraction

(⇠ 8%) of surface atoms detaches from the crystalline surface and goes back to the liquid.

The calculated 2D diffusion coefficient of surface atoms is 1.5 ± 0.5 ·10�8 cm2/s and 1.7 ±

0.2 ·10�7 cm2/s at 500 and 700 K, respectively. This implies that within tl surface atoms

move on average by ⇠0.5 Å at both 500 and 700 K, a displacement much smaller than the

average interatomic distance (⇠ 3.0 Å). Thus, we can conclude that for the majority of the

atoms that stick onto the crystal growth front, surface diffusion is a much slower process

with respect to the crystal growth at the interface, hence a surface roughness develops. Note

that the diffusion coefficient of atoms in the melt away from the interface, calculated within

a short time interval of 25 ps at 500 K and 5 ps at 700 K, is D = 1.2 · 10�6 and 1.0 · 10�5

cm2/s at 500 and 700 K respectively, which is consistent with the values computed in the

homogeneous liquid.24

To investigate surface roughness, we have computed as a function of time the height-

height correlation function

H(rxy) = h[h(rxy + r
0
xy
)� h(r0

xy
)]2i (3)

where h(rxy) is the z coordinate of the surface at point rxy and h. . . i stands for an average

over the ensemble of the surface sites (see SI). To fit the height-height correlation function

of the growing surface at each time instant we have used the following expression42
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H(rxy) = 2w2
s

n
1� e

�( rxy
⇠ )

2↵o
. (4)

where ↵ is the roughness exponent, ⇠ is the correlation length and ws is the surface width.

All these parameters depend on time during growth. To avoid overfitting we fixed the value

of ↵ to 0.7, as it oscillates in the range 0.6-0.8 and only affects the resulting values of ⇠ and

ws by an error of about ⇠5%. The result of the fitting is shown in panel c) of Fig. 2, where

we report the H(rxy) function at different times within the interval in which the surface

growth proceeds in a linear fashion (see Fig. 1). As H(rxy) is clearly consistent with Eq. 4

along the whole linear regime, we can conclude that on the time and length scales probed

by our simulations the growing surface has a finite roughness. The horizontal correlation

length ⇠ increases with time as shown in panel d) of Fig. 2. As the resulting values of ⇠ are

always shorter than half of the simulation box, we can trust the time evolution of ws as well,

which is shown in panel e) of Fig. 2. Since ws clearly increases in time with a temperature

dependent slope, we can not rule out the emergence of a kinetic roughening in the 500-700

K temperature range.

(111) surface

We now turn our attention to the case in which the crystalline phase exposes the (111)

surface to the liquid (cf. Table 1). Both vapor-liquid-solid synthesis in vacuum31 and super

critical fluid-liquid-solid synthesis32 produce octahedral shaped ↵-GeTe micro crystals that

expose the surfaces corresponding to the (111) face of �-GeTe. The octahedral morphology

might result from a lower surface free energy of the (111) face, particularly in the presence

of the trigonal distortion which leads to the formation of three short and three long bonds.

However, the predominance of the (111) face in the crystallites might be also related to the

anisotropy in the crystal growth velocities. In fact, the surface with the lower growth speed

will be more abundant. Thus, we have investigated the growth of the (111) surface as well
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(model M111), to compare its growth speed with that of the (100) phase discussed in the

previous section. It is not possible to predict which of the two surfaces grows faster on purely

geometrical arguments. The inter planar spacing d111 is smaller than d100 (d111 = d100 ·
p
3
3 )

which would lead to a lower crystal growth velocity for the (111) surface, but on the other

hand the number of broken bonds per atom is higher on the (111) surface than on the

(100) which might increase the sticking on (111) and thus its growth speed. However, while

the (100) surface exposes both atomic species in equal fraction, the {111} planes consist

of hexagonal arrangements of either only Ge or only Te atoms. This chemical layering is

expected to finally slow down the growth along the (111) direction with respect to the (100)

as we have indeed observed in our simulations.

It has been recently reported44 that the Te-terminated (111) GeTe surface is more stable

than the Ge-terminated one. This feature is also confirmed by our simulations. In fact, we

have initially built an interface model by terminating the (111) crystalline surfaces with Ge

(top) or Te (bottom), but during the quenching protocol, from 1000 to 500 K, a complete

Te-terminated new layer forms on top of the Ge-terminated surface, while nothing happens

on top of the Te-terminated surfaces. This result provides further evidence of the stability

of the Te-terminated (111) surface with respect to the Ge-terminated one. The comparison

between the growth speeds u100 and u111 reported in Tab. 1 shows that indeed u111 < u100 in

this temperature range, although the difference is smaller at 700 K. We remark that at 500

K u100 and u111 have been obtained considering exclusively the linear regime of the crystal

growth front, before nuclei from the melt start to interfere and thus growth from both the

surface and the melt slows down as observed in the case of the (100) surface. A continuous

mechanism for crystal growth is observed, analogously to the (100) surface (see the SI, Fig.

S4), but for the fact that the (111) face roughens in a peculiar way. In fact, it turns out that

the (111) surface grows by forming (100) facets, along which the crystal growth proceeds

more rapidly, as depicted in Fig. 3. At 500 K, a large three sided pyramid exposing {100}

planes forms on the timescale of about 2 ns, while crystal growth is negligible in the region
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of the surface that still exposes the (111) plane, as depicted in Fig. 3. At 700 K, due to the

larger atomic mobility, several smaller pyramids exposing the {100} planes can be found on

top of the (111) growing surface. This feature can explain why the difference in the crystal

growth speed is small at 700 K and becomes instead significant at 500 K. Thus, our results

suggest that the growth of {100} planes is kinetically favored with respect to the {111}

planes, which, besides thermodynamical considerations, would further favor the presence of

the slow growing {111} faces in crystallites as observed experimentally. The same speed and

mechanism of crystal growth have also been observed in a simulation of the (111) surface of

the trigonal (↵) phase of GeTe (M111T , in Table 1). The crystal structure of ↵-GeTe can be

seen as a trigonal distortion of the cubic phase along the [111] direction. The (111) plane of

the trigonal phase thus corresponds to the (111) plane of the cubic one. Further details are

reported in the SI (see Fig. S5).

Polycrystalline model

Phase change films in PCMs are actually deposited in polycrystalline form with grains size of

the order of few tens of nanometers.2 To better mimic PCMs conditions, we have generated a

polycrystalline slab in contact with the supercooled liquid. The polycrystalline model (MP,

cf. Table 1) was obtained from the homogeneous crystallization of a very large model of

the supercooled liquid at 600 K where several nuclei form and grow at the same time in our

simulations. Further details about the model and methods we have used to identify different

grains are illustrated in the SI (Fig. S6 and S7). The polycrystalline interface contains

eight distinct crystalline grains, randomly oriented and with sizes ranging from one to four

nm, a configuration which is indeed very close to the real device. Luckily enough, two of

the crystalline grains, C100 and C111, expose the (100) and the (111) surface respectively,

as depicted in panel a) of Fig. 4. Crystal growth is continuous also for the polycrystalline

interface at 500 K and 700 K as found for the (100) surface (see the SI, Fig. S7). We do

not observe a significant rearrangement of the grain boundaries on the ns timescale, even
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at 700 K where mobility is higher. Each grain grows independently in a columnar fashion

(see panels a) and b) of Fig. 4) until the top and bottom interfaces make contact. However

the C100 and C111 grains also expand in the plane above neighboring grains characterized by

other orientations which evidently grow at a lower pace. The crystalline-liquid interfacial

area nearly doubles for the C100 (a factor 1.8) and C111 (a factor 1.9) grains. The in-plane

expansion of the C111 grain follows the growth mechanism discussed in the previous section

in which (100) facets are formed as depicted for the polycrystalline model in panel c) of

Fig. 4. At 700 K the crystallization is nearly complete in 500 ps. The computed X-ray

diffraction (XRD) patterns of the polycrystalline model and of the single crystal model M1

are very similar as shown in Fig. S6 in SI. The XRD peaks of the polycrystalline models are

slightly broader to the the small crystallite sizes.

To extract the crystal growth velocity for the polycrystalline model, we have computed

a density profile along the z axis, weighted by the Q̄4 local order parameter that quantifies

the crystallinity of each atom (see SI). We have then obtained the position of the front

of the crystallite growth following the prescriptions of Ref. 45, and tracked its progress in

time as described in details in the SI. We have verified (see SI, Fig. S9) that in the case of

the M1, M2 and M111 models this approach gives exactly the same results obtained in the

previous sections. It turns out that the crystal growth velocity is lower for the polycrystalline

model than for the (100) and (111) surfaces at both temperatures (cf. Table 1). This is

expected because the adjustment of atoms at the grain boundaries is a slow process, as we

have also observed in the presence of several growing crystalline nuclei in the simulations of

homogeneous crystallization.25

Conclusions

We have investigated the heterogeneous crystallization of GeTe at the interface between

the supercooled liquid and the crystalline phases at 500 and 700 K, two representative
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temperatures of interest for actual PCM devices. It turns out that at 500 K, close to the

glass transition temperature, homogeneous nucleation in the melt is a competitive process

with respect to the heterogeneous crystallization from the interface, as the presence of the

crystalline nuclei hinders the growth of the interface and the propagation of the crystalline

front. The crystal growth velocity computed for the (100) crystalline surface is comparable to

those obtained in the case of homogeneous growth from the melt. Indeed, our results confirm

that in the 500-700 K range GeTe crystallization is diffusion-limited and can be properly

described by classical nucleation theory. The heterogeneous crystal growth proceeds at

both 500 and 700 K with a rough, continuous mechanism. The diffusion rate of crystalline

atoms on the surface is lower than the rate of attachment per surface site of atoms from

the melt, hence the interfaces develop a certain roughness in time, as quantified by the

height-height correlation function. It turns out that the crystal growth front displays a

finite roughness that grows with time, suggesting a possible kinetic roughening at 700 K.

The same continuous growth mechanism holds at the (111) surface, though the latter grows

slower than the (100). In fact, the (111) surface tends to facet with time by exposing {100}

facets, more or less extended depending on temperature, along which crystallization rapidly

proceeds. The faster growth of the {100} planes with respect to the {111} planes could

be an additional, kinetic motivation for the the presence of the slow growing (111) faces in

GeTe micro-crystals. Finally, we built a polycrystalline interface made of different grains, a

configuration extremely close to the actual geometry of the PCM devices. It turns out that

no grain boundary rearrangements takes place on the ns timescale. Each grain grows more

or less independently in a columnar fashion with an overall growth velocity lower than both

the (100) and (111) surfaces. The temperature dependence of the crystal growth velocity

in the temperature range 500-700 K is mostly controlled by the atomic diffusivity in the

supercooled liquid phase.
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Supporting Information Available

We provide supporting information (SI) on the results of the heterogeneous crystallization

of the phase change material GeTe.

This material is available free of charge via the Internet at http://pubs.acs.org/.
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We provide supplementary information on the results concerning the crystal growth of

GeTe phase change material.

MD simulations. Molecular dynamics simulations have been carried out using the DL_POLY1

simulation package, interfaced with the Neural Network code RuNNer.2 The time step for

the numerical integration of the equations of motion has been set to 2 fs, and the canonical

NVT ensemble has been sampled via the Bussi-Donadio-Parrinello stochastic thermostat .3

Interfaces between crystalline and supercooled liquid GeTe have been built by merging mod-

els of crystal and liquid GeTe, equilibrated according to the following protocol: at first, 10

ps long simulations have been run at 1000 K, a temperature very close to the both the ex-

perimental and the theoretical melting temperatures of 9984 and 1023 K;5 crystalline atoms

have been kept fixed at this stage, a constraint that has been removed in the subsequent

quenching simulations, in which the interface has been brought from 1000 to 500 K in 50

ps; production runs of crystallization have been started after 25 ps of equilibration at 500

K. Crystallization at 700 K has been investigated by using the same interfaces as above,

heated in 25 ps from 500 to 700 K, and equilibrated at the latter temperature for 25 ps

before starting the crystallization production runs. This protocol has allowed to obtain re-

alistic interfaces with a finite roughness. The initial models of the crystal and liquid phase

of GeTe were generated according to Ref. 6 at the theoretical equilibrium densities of 0.0357

and 0.0335 atoms/Å3 respectively. Since the simulations were performed at fixed volume of

the supercell, voids are formed during crystallization of the liquid as indeed occurs in the

device. The effect of density of the liquid in the crystallization speed has been analyzed for

the homogeneous case in our previous work .6 A similar decrease in the crystallization speed

upon increase of the density is expected to be present here for the heterogeneous crystalliza-

tion. The polycrystalline sample has been obtained as follows: we have taken a model of the

supercooled liquid and let it crystallize at 600 K, where different critical nuclei pop up from

the melt and grow simultaneously.6 We have then cut a slab along a direction perpendicular
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to one of the edges of the cubic box, obtaining a polycrystalline sample (about 5 grains) that

exposes different crystal surfaces. The interface between the polycrystalline sample and the

supercooled liquid has been created as above.

(100) surface. In Fig. S1 we report for the M2 model the number of crystalline clus-

ters at 500 and 700 K, a representative snapshot that depicts the crystalline nuclei in the

melt at 500 K, and the linear dimension of the crystal growth front as a function of time

at 500 and 700 K, together with the total fraction of crystalline atoms. These results are

consistent with what we have obtained in the case of the M1 model (see main text), and

provide further evidence of the absence of finite size effects.

In Fig. S2 we describe the temporal evolution of the fraction of crystalline atoms with

respect to the whole system for both M1 and M2 at 500 and 700 K.

In Fig. S3 we show for the M1 model a representative snapshot of the rough crystalline

(bottom) surface at 700 K, taken at t=100 ps, the number of crystalline atoms in each k slice

(see main text) at 500 and 700 K as a function of time, the height-height correlation function

at each instant within the linear regime at both 700 and 500 K, and the time evolution of

both the horizontal correlation length ⇠ and the width ws of the surface as a function of time

(see main text).

(111) surface and MP model. In Fig. S4 we show for the M111 and the MP model

the the number of crystalline atoms in each k slice (see main text) at 500 and 700 K as

a function of time. In the case of M111, an initial transient in which the growth is slower

can be observed. This is possibly due to the fact that the M111 surfaces have to build a

certain roughness before being able to expose the fast growing (100) planes. In the case of

the MP model, a significant rearrangements of the atoms within the polycrystalline slab and

its interface takes place, possibly due to the crystallization of amorphous spots still present

in the slab and to coarsening of the different crystalline grains.
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In Fig. S5 we report selected results for the model M111T . This model exposes the (111)

surface (trigonal notation) of the trigonal distorted crystalline phase of GeTe. In the absence

of the trigonal distortion, this surface reduces to the (111) surface of the cubic phase. In

panel a) we show the time evolution of the number of crystalline nuclei in the melt, which

as expected is not affected by the morphology of the interface. In panel b) a representative

snapshot of the (bottom) crystalline surface is shown. Although the model is relatively small,

it can be clearly seen that the surface tends to expose (100) - cubic notation - facets. Finally,

we report in panel c) the evolution of the linear dimension of the crystal growth front with

time.

Order parameter. In order to assess whether an atom i belongs to the crystal or the

liquid phase, we have employed the averaged local order parameter q̄4m(i) described in Ref.

7 to build an order parameter Q̄4(i) as

Q̄4(i) =
1

Nb(i)

Nb(i)X

j=1

P4
m=�4 q̄4m(i)q̄4m(j)

⇤

(
P4

m=�4 |q̄4m(i)|2)1/2(
P4

m=�4 |q̄4m(j)|2)1/2

q̄4m(i) =
1

N̂b(i)

N̂b(i)X

k=0

q4m(k)

q4m(k) =
1

Nb(k)

Nb(k)X

l=1

Y4m(r̂kl) (1)

where j runs over the Nb(i) neighboring atoms, k runs over the N̂b(i) neighboring atoms

including the i-th atoms itself, and Y4m(r̂kl) are the spherical harmonics of the polar angles

defined by the versor r̂kl which links atoms i and j. The neighboring Nb(i) atoms include the

first coordination shell of crystalline GeTe at its theoretical equilibrium density. We define

as crystalline an atom with Q̄4 greater than 0.9 (Fig. S6), and we consider two crystalline

atoms as connected up to a cutoff distance of 3.6 Å. In Fig. S6 we plot the probability

density distribution of the order parameter Q̄4 for the M1 model at 700 K at the beginning,
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middle and end of the crystallization (t=0, 200 and 400 ps). It is clear that such an order

parameter is able to distinguish very sharply between the crystalline and disordered phases

even in the presence of diffuse interfaces such the ones we are dealing with in our simulations.

A representative snapshot is also shown.

Polycrystalline model analysis. The quantitative analysis of the growth of the polycrys-

talline model has required special care. One of the qualities of the order parameters used to

define the state of individual atoms in the simulation box is rotational invariance. It is clear

then that the same order parameter does not allow for a neat distinction between crystalline

domains (grains) with different spatial orientation. To identify different grains we analyze

the orientation of the local environment of each atom in a crystal like configuration as fol-

lows. For each i-th atom we define a vector �!
vi oriented along the segment joining the atom

and its farthest neighbor within a cutoff of 3.6 Å. In such a way, directionality information is

attached to each atom in a crystal-like configuration. To distinguish the largest crystal grains

in the simulation box we compute h(✓x, ✓y, ✓z), the three dimensional histogram of the angles

described by the vectors �!
vi with the three unitary vectors defining the orientation of the x,

y, and z. Local maxima in h(✓x, ✓y, ✓z), identify highly probable local orientations, e.g. large

groups of atoms with similar orientation �!
vi . Grains are identified as clusters of crystalline

atoms belonging to the same histogram peak in the space h(✓x, ✓y, ✓z). We remind that the

histogram is built on top of the subset of the crystalline atoms only, previously classified

according the Q̄4 order parameter.

In Fig. S7 we report a projection of the h(✓x, ✓y, ✓z) three dimensional histogram on the

✓x, ✓z plane. Thanks to this approach we are able to effectively pinpoint the different grains

within the polycrystalline model MP and to keep track of them during crystallization, as

depicted in a representative snapshot.

In Fig. S8 we report the XRD pattern of cubic GeTe. The XRD pattern for ideal c-GeTe

at 0 K has been obtained via the CrystalMaker and CrystalDiffract softwares. The XRD
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patterns for the fully crystallized M1 and MP models at 700 K has been obtained instead

with the Debyer software (https://code.google.com/p/debyer/), specifically designed to deal

with disordered structures like e.g. our polycrystalline model. X-ray source wavelength has

been set to �=1.541 Å in all cases. The XRD patterns of M1 and MP at 700 K look

similar, as Debye thermal broadening plays an important role at such an high temperature.

In agreement with the suggestions by Krbal et al.,8 the small domains size (1-4 nm) of the

polycrystalline model MP results in slightly broader XRD peaks with respect to M1 (single

crystal). However, the effect of the crystalline domains size is blurred in here by both Debye

thermal broadening and the presence in the MP model of a small fraction of still disordered

material at the grain boundaries.

In Fig. S9 we show the density profile ⇢(zk) of the M2 model at 700 K, weighted by the

order parameter Q̄4:

⇢(zk) =
1

N

NX

i=1


exp�(ri

z
� zk)2

�k

�
· Q̄i

4 (2)

where r
i

z
is the z coordinate of the atom i, zk is the value of the z coordinate along a

reference mesh and �z is a parameter that tunes the profile resolution along the z coordinate.

Following the approach described in Ref. 9, we have applied a Gaussian filter in the recip-

rocal space from which we have obtained the smooth, filtered ⇢
⇤(zk) profile also reported

in Fig. S9. By taking the first derivative of the latter with respect to zk we can easily

track the behavior of the crystal growth front as a function of time. In panel b) of Fig. 9

we plot the results obtained for the MP model and the M2 model. Hence, we can make a

comparison of the crystal growth speed extracted by Eq.(3) in the main text and the ap-

proach explained in here. The results obtained by two methods are in remarkable agreement.

Surface atoms. Quantifying the crystal surface roughness requires the definition of a surface

which moves in time according to the crystal growth front. To this end, at each time t we

have built a regular grid in the xy plane with a spacing of 2.5 (small enough to accommodate
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a single surface site in a unique bin of the grid), selecting for each point of the mesh the

atom of the crystalline slab with the highest z coordinate (or lowest for the bottom surface).

The set Ns(t) of these atoms has then been used to compute both the diffusion coefficient of

the surface atoms, D(Ns(t)), and the height-height correlation function H(rxy, t).
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