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Abstract

Recommender systems are software components that assist users in finding what

they are looking for. They have been applied to all kinds of domains, from e-

commerce to news, from music to tourism, exploiting all the information avail-

able in order to learn user’s preferences and to provide useful recommendations.

The broad area of recommender systems has many topics that require a deep

understanding and great research efforts. In particular, three main aspects are:

algorithms, which are the hidden intelligent components that compute recom-

mendations; interfaces, which are the way in which recommendations are shown

to the user; evaluation, which is the methodology to assess the effectiveness of

a recommender system.

In this dissertation we focus on these aspects guided by three considera-

tions. First, textual content related to items and ratings can be exploited in

order to improve several aspects, such as to compute recommendations, provide

explanations, understand user’s tastes and item’s capabilities. Second, time in

recommender systems should be considered as it has a great influence on pop-

ularity and tastes. Third, offline evaluation protocols are not fully convincing,

as they are based on accuracy statistics that do not always reflect real user’s

preferences.

Following these motivations six contributions have been delivered, broadly

divided in the integration of concepts and time in recommender systems, the

application of the topic model to analyze user reviews and to explain latent

factors, and the validation of offline recommendation accuracy measurements.

ix





Chapter 1

Introduction

In this chapter a general overview of the Thesis is presented. Motivations and

goals of this work are discussed, as well as the Thesis structure and list of related

publications.

1.1 Motivations

Internet diffusion in the past decades has pushed more and more companies

towards the Web to attract as many customers as possible, due to the fact that

old communication and sales channels are no longer enough. A recent Nielsen

report on online shopping has measured that from 2011 to 2014 online purchase

intention rates have doubled for more than half of the shopping categories con-

sidered (Nielsen, 2014). In this scenario, the amount of data available is growing

everyday: beyond classical web sites, traditional newspapers publish their news

on the web, every kind of product is available on e-commerce websites, movies

and music can be bought and enjoyed online and more and more people are

using social networks.

The huge amount of data generates big challenges, as people can have dif-

ficulties finding what they really need, a problem usually referred to as in-

formation overload. While at the beginning the only way to find something

useful was through search engines, a growing paradigm is trying to automati-

cally present the user what he/she is looking for or assists him/her to search

it. This paradigm is known as a recommender system (Jannach et al., 2010;

Ricci et al., 2011). Recommender systems are software components that sug-

1



2 1. Introduction

gest “items” to “users” based on their interests. Item is a general term that

indicates the entity to recommend, i.e. in an e-commerce web site it indicates

a product, while in a news web site it indicates a news article. For instance, if

a person browses an e-commerce website and visits the product page of a TV,

the system usually shows a section of the web page with product suggestions,

such as “customers who bought this product also bought...”. After the customer

has seen or bought many products, the system learns his/her interests and can

automatically compute personalized recommendations.

Recommender systems have been applied with success to many domains. E-

commerce was one of the first domains in which recommender systems were ap-

plied, due to the natural need to replace the human salesman with an automatic

shopping assistant. As a human employee does in a retail shop, a recommender

system suggests products on the basis of user interests. For instance, if a user

looks for a camera, the system can suggest different cameras or different items

related to the camera, such as a memory card or lenses. Recommender systems

have been applied to the tourism industry, one of the biggest economic sectors

worldwide. User preferences on locations, such as hotels or restaurants, have

been combined with contextual information like distance, weather and season,

to provide useful recommendations. Other popular domains are the movie and

music domains: music portals, such as Pandora1 or Last.fm2, and movie portals,

such as NetFlix3, incorporate in their websites powerful recommender systems

that can suggest music or movies, exploiting the data collected about millions of

users. Nonetheless, these companies are active in the research on recommender

systems and publish datasets or promote competitions about RSs. Other areas

in which recommender systems have been exploited in are the publishing indus-

try and in research. News articles and research articles can be recommended to

a reader based on what he/she read in the past or, in the case of research article

recommendations, what he/she wrote. In this case the recommender system can

exploit the content of the articles to produce better recommendations, looking

for recurrent keywords or themes that can describe user interests. Another im-

portant domain is the social network area: recommender systems can suggest

friends in networks like Facebook4, or people to follow in Twitter5. The social

network can be additionally exploited to include relationships between users,

1www.pandora.com
2www.last.fm
3www.netflix.com
4www.facebook.com
5www.twitter.com
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such as trust or distrust. Finally, recommender systems can be applied to tech-

nical domains, such as financial services or life insurances, where the knowledge

in the domain is essential for providing useful recommendations.

Research on recommender systems has produced a vast literature in many

disciplines, such as computer science, information science, psychology and so-

ciology. Jannach et al. (2012) present the analysis of the literature on recom-

mender systems from 2006 to 2011. Papers considered come from journals or

conference proceedings from computer science and information science areas.

Most of the efforts from the computer science papers is towards algorithms,

while the information science area is more focused on the user perspective and

the interaction between the system and the user. On the other hand, psy-

chology and sociology efforts are devoted to analyzing the persuasiveness of

recommender systems, usually by the identification of the relationship between

the system and the user as a social process (Yoo et al., 2012). Since research

topics are very broad and cover different parts of a recommender system, Figure

1.1 shows a division into three main aspects:

Figure 1.1: Main aspects of a recommender system.

1. Algorithms: The first aspect of a recommender system is the algorithm

that computes the recommendations. This is the most popular aspect con-

sidered in the recommender system area, and most of the research efforts

are devoted to this. The algorithm usually takes the data of users and

items as input and produces recommendations as output. Given the kind
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of data processed, the algorithms are divided into collaborative, content-

based or knowledge-based algorithms.

2. Interfaces: After recommendations are computed, they must be pre-

sented to the user, usually on a computer or on a mobile device. The

formulation of good explanations and human-machine dialogs are critical

points that can drastically increase user satisfaction. Martin (2009) claims

that while most of the research efforts are on the algorithmic aspect, this

aspect has only 5% relevance in industrial applications, while the interface

is the most effective component with 50% relevance. In the last few years

the focus on interfaces has been growing with specific workshops on the

topic, e.g. the Interfaces and Human Decision Making for Recommender

Systems (IntRS 2014) at RecSys 2014.

3. Evaluation: Finally, the recommender system has to be evaluated to

analyze and understand if recommendations are effective and which algo-

rithm or interface is better. For this purpose several evaluation methods

have been developed, mainly divided into offline and online approaches.

Offline approaches rely on fixed dataset and apply methodologies typical

of the data mining area. Online evaluations are based on user studies and

involve real users who have to interact with the system.

The goal of the thesis is to cover as much as possible the whole recommender

system area, bringing contributions to all three aspects. Every aspect presents

many opportunities to innovate and extend recommender systems. In particular,

research efforts in this thesis are guided by the following motivations:

• Extra-knowledge can be generated from textual data associated with items

and exploited in recommender systems. In particular, item descriptions

and reviews can be analyzed in order to find themes and concepts under-

lying the natural language text. This knowledge can be exploited in many

ways, such as profiling user interests, defining strong and weak points of an

item, discovering semantic connections between items, identifying popular

topics and supporting user decisions.

• Time in recommender systems is an important factor and must be con-

sidered. User preferences may change over time, and topic popularity can

fluctuate very quickly. Furthermore, in some cases even the duration of

events has to be considered.
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• Recommender systems evaluation protocols are the subject of intense dis-

cussions and controversies: offline evaluation is easy to assess and to re-

produce, while it can be misleading. On the other hand, online evaluation

deals with real users, but it is hard to perform.

1.2 Thesis Structure

The dissertation is structured in three parts. The first part, composed of Chap-

ters 2 and 3, is a survey on the state of the art in recommender systems and

topic models. The second part, composed of Chapters 4, 5, 6 and 7, presents

the contributions of this work. The last part, Chapter 8, is the conclusion of

the thesis. In particular, the dissertation is divided into the following chapters:

• Chapter 2 presents a brief state of the art in the recommender system

area. First of all, preliminary notions about the kind of ratings and side

data are given; after that, the three aspects of a recommender system, i.e.

algorithms, interfaces and evaluation, are presented from the fundamentals

to the latest developments.

• Chapter 3 introduces the topic model, a methodology that deals with nat-

ural language text. Since the topic model is exploited throughout the

work, an introduction and presentation of the mathematical concepts be-

hind it are given. Furthermore, topic model extensions are discussed, as

well as topic model evaluation and application to the recommender system

area.

• Chapter 4 discusses methodologies that can be exploited in the recom-

mender system area. The first contribution is about large content net-

works: the topic model was applied to derive concepts and to discover

semantic links between items, offering some insights on how recommenda-

tions can be provided. The second contribution is about the analysis of

the temporal dimension with the topic model, specifically regarding labor-

laws. This dimension is an important aspect of recommender systems, but

in the literature is often overlooked. The third contribution is the defini-

tion of the MapReduce version of two Continuous Time Bayesian Network

classifiers (CTBNC) training algorithms, a class of models that can deal

with processes that occur in a continuous time frame. This models can
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find application in specific recommender systems where the duration of

events is a critical aspect.

• Chapter 5 introduces a new model to provide recommendations based

on ratings and textual reviews. Reviews were analyzed in order to find

topics discussed, and user and item profiles were computed as a degree of

association between them and the topics discovered. On the basis of this

analysis, items can be suggested to users combining their profiles. This

work presents a contribution to the algorithm aspect of a recommender

system, but can also provide useful knowledge on topics to exploit in the

interface aspect: topics can be used as a representation of the strong and

weak points of an item.

• Chapter 6 presents a contribution to the interface aspect. While matrix

factorization techniques have been proved to be one of the best methods

to compute recommendations, they do not provide a simple way to explain

the recommendations provided. In this chapter textual content associated

with items is exploited to provide an interpretation of latent factors. A

user study was performed to evaluate how well the proposed method is

able to predict the topics that users will select to explain their preferences.

• Chapter 7 questions the validity of the current evolution protocol of rec-

ommender systems. An online evaluation and an offline evaluation were

conducted on the same dataset, and different metrics have been compared.

The online evaluation was performed with a two round user study with

more than two hundreds participants and one hundred reliable users. The

study showed how the offline evaluation is not always able to emulate the

online evaluation, since different metrics are significantly different in the

two evaluation protocols.

• Finally, Chapter 8 concludes the thesis, discussing the contributions pro-

vided and exploring the possibility of future developments.

1.3 Contributions

This thesis brings the following contributions:

1. Definition of methods able to derive concepts and to discover semantic

links in large content networks (Chapter 4, Rossetti et al. (2014)).



1.4. Publications 7

2. Analysis of hot topics in document corpora (Chapter 4, Pareschi et al.

(2014)).

3. Definition of the MapReduce learning algorithms of two continuous time

Bayesian network classifiers (CTBNC) (Chapter 4, Villa and Rossetti

(2014)).

4. Definition of a model that combines ratings and reviews to provide recom-

mendations and explain multi-criteria ratings (Chapter 5, Rossetti et al.

(2015)).

5. Definition of a model that provides explanations for latent factor models

(Chapter 6, Rossetti et al. (2013)).

6. Comparison of the offline and online evaluation protocol on a common

dataset (Chapter 7, Rossetti and Zanker (2015)).

1.4 Publications

The research efforts presented in this dissertation are the summary of five in-

ternational publications plus a working paper. The topics covered are discussed

in more detail in the following papers:

International Journals

• Rossetti, M., Arcelli, F., Pareschi, R., and Stella, F. (2014). Integrat-

ing concepts and knowledge in large content networks. New generation

computing.

• Villa, S. and Rossetti, M. (to appear in 2014). Learning continuous time

Bayesian network classifiers using MapReduce. Journal of Statistical Soft-

ware.

International Conferences

• Pareschi, F., Rossetti, M., and Stella, F. (to appear in 2014). Tracking hot

topics for the monitoring of open-world processes. In SIMPA. Citeseer.

• Rossetti, M., Stella, F., Cao, L., and Zanker, M. (to appear in 2015).

Analyzing user reviews in tourism with topic models. In Information and

Communication Technologies in Tourism 2015. Springer.

International Workshops
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• Rossetti, M., Stella, F., and Zanker, M. (2013). Towards explaining la-

tent factors with topic models in collaborative recommender systems. In

Database and Expert Systems Applications (DEXA), 2013 24th Interna-

tional Workshop on, pages 162-167. IEEE.

Working Papers

• Rossetti, M. and Zanker, M. Assessing the validity of offline recommen-

dation accuracy measurement.



Chapter 2

State of the Art in

Recommender Systems

In this chapter the recommender systems area is presented. First, a discussion

on the kind of ratings and side data usually available is presented to distinguish

between different kinds of problems. After this, following the broad division

given in the introduction, the three main components of a recommender sys-

tem are presented. For each component the fundamental ideas and works are

presented, together with the latest developments.

In this chapter we adopt the following notation: M is the number of users,

while N is the number of items. Indices i and m are reserved for users, while

j and n are reserved for items. R is the user-item matrix with M rows and N

columns, and the specific rating given by user i to item j is indicated with Rij .

2.1 Ratings and side data

The classical paradigm of a recommender system concerns three main aspects:

users, items and relations between users and items. The most popular form

of relation is the rating, which represents the feedback that a user gives on a

specific item. Ratings can be explicit, i.e. when a user rates an item for the

purpose of sharing his/her experience with it, or implicit, i.e. when a user buys

or consumes an item and the system logs that piece of information. Ratings can

take many forms (Schafer et al., 2007):

• numerical: ratings on a multi-point rating scale, usually from 1 to 5,

9



10 2. State of the Art in Recommender Systems

provided explicitly by the user;

• ordinal: ratings on a qualitative but ordinal rating scale, such as “strongly

agree, agree, neutral, disagree, strongly disagree”, usually collected with

questionnaires;

• binary: ratings such as good/bad, which can be explicit or implicit if the

user behavior is analyzed (if the user listens to a song to the end it could

be a “like”, if he/she skips the track immediately it could be a “don’t

like”);

• unary: ratings only associated with positive items; also in this case the

rating can be explicit, i.e. a “like” statement, or implicit, i.e. the user

bought an item.

Since the most popular case is the numerical explicit rating from 1 to 5, in

the following sections this kind of rating will be the adopted, unless explicitly

expressed.

Apart from ratings, recommender systems can exploit side information to

improve recommendation quality. The most important kinds of side information

considered are social networks and user-contributed information.

2.1.1 Social Networks

Social networks in recommender systems are a useful source of user-user rela-

tionship that can be exploited to improve the quality of recommendations and

their persuasive aspects. In particular, directed social networks have been stud-

ied as an evidence of trust and distrust relationships, as in Epinions1 (Guha

et al., 2004; Leskovec et al., 2010; Ma et al., 2009, 2008; Massa and Avesani,

2007) and Twitter2 (Kwak et al., 2010). In the first case an explicit trust or

distrust statement is specified, while in the second the follow relationship can

be interpreted as a trust relationship. On the other hand, social networks can

be undirected, as in Facebook3, where the friendship between users is considered

as a positive relationship between them (Konstas et al., 2009). The fundamen-

tal assumption behind these relationships is that users who are in a positive

relationship may share common interests.

1www.epinions.com
2www.twitter.com
3www.facebook.com
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2.1.2 User-Contributed Information

With the introduction of Web 2.0 technologies, users have been able to share,

comment and tag almost everything on the Internet. Ratings are just one type

of user-contributed information, but several other sources exist, such as tags,

geotags, and reviews and comments.

Tags are short textual labels that users assign to items with the purpose

of describing them. They differentiate themselves from labels because they are

freely created and assigned by users. Tags have been successfully exploited to

improve recommendation accuracy (Sen et al., 2006; Tso-Sutter et al., 2008;

Zhen et al., 2009).

Geotags are a special kind of tags related to the location of an item. This

piece of information has started to be consistently present since the diffusion of

mobile devices with GPS capabilities. Geotags are used especially in context-

aware RS (Adomavicius and Tuzhilin, 2011), where the geographical position

is considered as part of the context.

Reviews and comments are textual pieces of information in natural language

that users write about items. This kind of side information is not only useful for

improving recommendation accuracy, but even for understanding users’ tastes

and providing explanations (Levi et al., 2012; Moshfeghi et al., 2011; Jakob

et al., 2009; Aciar et al., 2007).

2.2 Algorithms

Recommender system algorithms are usually classified into three categories

based on the kind of data they use to compute recommendations. The most

popular approach is collaborative filtering (CF) because it takes into account

only the user-item matrix without any metadata on users and items. This

makes the CF approach very flexible and suitable for almost every domain. The

other categories consider features about items and users. In these cases the

usual classification divides the approaches into content-based, when the features

about an item are textual data, and knowledge-based, when the features carry

some extra information such as in complex item domains. The boundaries be-

tween these two categories are not always well defined, and sometimes they are

simply referred to as content-based. When different sources of data are taken

into account and combined together, such as the user-item matrix and item

features, approaches are called hybrid.
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It is important to mention that the recommender system problem can be seen

as a prediction problem, a ranking problem or a classification problem. When

the task is prediction, the purpose of the system is the estimation of the exact

rating. This is the most popular approach and most of the literature is focused

on this task. While predicting a rating is important in order to create a system

that can reproduce the human rating behavior, what the user sees is usually a

recommendation list. For this reason, especially in the last few years, research

efforts are moving towards the “learning to rank (LETOR)” paradigm (Fuhr,

1992), where the purpose of the system is to produce a personalized ranking

of the items. It is important to mention that the prediction approach can be

seen as a point-wise LETOR approach, where the estimated rating is used to

rank items. Finally, if the item order is not important, the recommendation

problem can be seen as a personalized classification problem, where items are

classified as positive or negative. Even in this case it is important to note that

the previously described approaches can be seen as classification approaches,

taking a cutoff of the recommendation list. In the next section most of the

models described are based on the prediction approach.

2.2.1 Collaborative recommendation

Collaborative filtering (CF) (Goldberg et al., 1992) is the most popular approach

in the area of recommender systems. The main idea is to analyze the past user

behavior to predict which items the user will like. In a pure CF scenario, the

only information considered is the user-item matrix, which contains the ratings

that the users gave to the considered items. Based on this data, the system

computes recommendations for every user.

CF gained huge popularity in the last few years thanks to the Netflix Prize

(Bennett and Lanning, 2007), a one million dollar prize for whoever would have

been able to increase the accuracy on a given dataset. The prize was won in

2009 (Koren, 2009; Töscher et al., 2009; Piotte and Chabbert, 2009), but the

competition gave a huge push to the research on collaborative filtering. Many

approaches have been developed in the last few years, which can be classified in

different ways. One of the most popular classifications divides them as memory-

based or model-based.
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Memory-based approaches

Memory-based approaches work directly on the user-item matrix. While they

are easy to implement and to understand, they do not scale very well when the

number of users and items grows.

The user-based nearest neighbor approach, which derives from the nearest

neighbor classifier (Cover and Hart, 1967), is one of the earliest methods for

recommending items (Herlocker et al., 1999). The main idea is based on simi-

larities between users: if users had similar past rating behavior, they will keep

a similar rating behavior in the future. To apply this approach to a given user,

the first step is to find the set of users similar to him/her given the past rating

behavior. After that, for every item that the user has not seen, a rating is

estimated based on the ratings that the set of similar users gave to those items.

Table 2.1: Ratings on 5 books for 5 users.
LOTR TWL HP THG ASOIAF

Alice 5 3 4 4 ?
Bob 3 1 2 3 3
Carl 4 3 4 3 5

Daniel 3 3 1 5 4
Emily 1 5 5 2 1

Table 2.1 shows a user-item matrix with ratings given by 5 users on 5 books.

The books considered are: The Lord of the Rings (LOTR), Twilight (TWL),

Harry Potter (HP), The Hunger Games (THG) and A Song of Ice and Fire

(ASOIAF). The objective of this example is the estimation of the rating that

Alice will give to ASOIAF. The first step consists in the estimation of similarities

between Alice and the other users. In the user-based nearest neighbor model the

typical approach consists in the computation of Pearson’s correlation coefficient,

as defined in Formula 2.1, where P is the set of items rated by both i1 and i2

and ri1 is the average of the ratings given by user i1.

sim(i1, i2) =

∑
j∈P (ri1j − ri1)(ri2j − ri2)√∑

j∈P (ri1j − ri1)2
√∑

j∈P (ri2j − ri2)2
. (2.1)

Correlation values between Alice and the other users are shown in Table 2.2.

Alice seems to be similar to Bob and Carl, while she has opposite tastes with

respect to Emily. Equation 2.2 defines how to estimate the rating for a user-item
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Table 2.2: Pearson correlation values between Alice and the other users.
Alice

Bob 0.8528
Carl 0.7071
Daniel 0.0000
Emily -0.7921

pair, where Ni is the set of user i’s neighbors.

pred(i, j) = ri +

∑
m∈Ni

sim(i,m) ∗ (rmj − rm)∑
m∈Ni

sim(i,m)
. (2.2)

The number of neighbors to consider is set by a parameter. If |Ni| = 2, the

rating for the couple Alice-ASOIAF is computed considering only Bob and Carl

as neighbors, as shown in Equation 2.3

pred(Alice,ASOIAF ) = 4 +
0.8528 ∗ 0.6 + 0.7071 ∗ 1.2

0.8528 + 0.7071
= 4.872. (2.3)

Another kind of approach that belongs to this group is the item-based nearest

neighbor approach (Sarwar et al., 2001). In this case the idea of computing

similarities is transferred from users to items. The first step consists in the

computation of similarities between items based on the users who rated them:

two items are similar if the users have a similar rating behavior on them. After

this the prediction for an unseen item is computed using the similarity values

between the unseen item and the items the user rated in the past.

In the item-based approach the cosine similarity replaces the Pearson correla-

tion because it has been shown to produce the most accurate recommendations.

Since the cosine similarity does not take into account the average rating of an

item, the adjusted cosine similarity between two items is defined as in Equation

2.4, where U is the set of users who rated both items.

sim(j1, j2) =

∑
i∈U (rij1 − rj1)(rij2 − rj2)√∑

i∈U (rij1 − rj1)2
√∑

i∈U (rij2 − rj2)2
. (2.4)

Table 2.3 shows the adjusted cosine similarity values between ASOIAF and the

other items. ASOIAF seems to be very similar to LOTR and THG. Equation

2.5 defines how to predict a rating for a couple user-item, where I is the set of
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Table 2.3: Adjusted cosine similarity values computed between ASOIAF and
the other items.

LOTR TWL HP THG
ASOIAF 0.9695 -0.4781 -0.4276 0.5817

items rated by user i.

pred(i, j) =

∑
n∈I sim(j, n) ∗ rin∑

n∈I sim(j, n)
. (2.5)

Equation 2.6 shows the prediction of the rating for the couple Alice-ASOIAF

when the neighborhood of an item, in this case the item ASOIAF, is considered

with size equal to 2.

pred(Alice,ASOIAF ) =
0.9695 ∗ 5 + 0.5817 ∗ 4

0.9695 + 0.5817
= 4.625. (2.6)

The main advantage of the item-based CF is from the computational point

of view. Although user-based CF has been applied in different domains, it does

not scale well when the number of users and items grows. This problem is due

to the fact that the user-based CF has to compute user similarities online using

the full user-item matrix: if the matrix has several millions of rows and columns,

as in popular e-commerce websites, the computation of similarities cannot be

performed online. On the other hand, the item-based CF offers the possibility

to compute the item similarities offline and to exploit them online to compute

recommendations. This possibility is given by the fact that item similarities

are more stable and are not influenced by the rating choices of a single user,

therefore they can be computed offline, while user similarities can significantly

change based on the user behavior during an online session.

It is important to note that in the literature several extensions and mod-

ifications have been proposed, such as the introduction of different similarity

measures, the analysis of significance and variance, and neighborhood selection

techniques. More details can be found in Ricci et al. (2011).

Model-based approaches

Model-based approaches create an offline model based on training data and ap-

ply it online to compute recommendations, which usually leads to greater accu-

racy and stability in recommendations (Koren, 2008). Although a great variety
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of models belong to this group, such as association rule mining, probabilistic

recommendation approaches and graph-based approaches, the most popular are

the matrix factorization approaches, also called latent factor models.

Matrix factorization models analyze the user-item matrix in order to find

latent factors, which can be described as latent features that characterize the

user-item relationships (Koren, 2008; Bell et al., 2007; Mnih and Salakhutdi-

nov, 2007). For instance, in the movie recommendation domain a latent factor

could map the movie genre, while another can map the age of the users that

like a specific group of movies. Since latent factors are computed in a non-

supervised way, their interpretation is not always trivial, and in some cases it

is not possible. The computation of latent factors is performed through matrix

factorization techniques: the user-item matrix is decomposed into two smaller

matrices, the product of which is an approximation of the original matrix. Items

are recommended to users if they are close in the latent factor space.

Since the user-item matrix is usually sparse, matrix factorization usually

consists in the minimization of a loss function, such as the one defined in Equa-

tion 2.7, where Ui and Vj are latent factor vectors for user i and item j, while

λU and λV are regularization parameters to avoid data overfitting.

min
U,V

1

2

M∑
i=1

N∑
j=1

Iij(Rij − U>i Vj)2 +
λU
2
‖U‖2F +

λV
2
‖V ‖2F . (2.7)

Iij is an indicator function that is equal to 1 if user i rated item j, and 0

otherwise. In this way latent factors are computed only exploiting observed

ratings.

To illustrate how matrix factorization works, the probabilistic matrix factor-

ization (PMF) (Mnih and Salakhutdinov, 2007) was applied to the data pre-

sented in Table 2.1. PMF is a special kind of MF with a probabilistic perspec-

tive. The PMF framework models the conditional probability of latent factors

given the observed ratings.

The result of the PMF is shown in Table 2.4. Users and items are mapped

in the latent factor space. The affinity between a user and an item can be

evaluated by the proximity of the mapping on the latent space. For instance,

Daniel and Bob are very close to THG because their interests match the latent

features of the item, while Alice and Carl are close to LOTR and ASOIAF

for the same reason. To better illustrate the mapping of users and items in the

latent factor space, Figure 2.1 shows the projection of them in a two dimensional
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Table 2.4: User and item mapping on the two latent factors.
U Alice Bob Carl Daniel Emily
Factor 1 -0.03 0.95 -0.22 1.20 -1.40
Factor 2 -1.52 0.37 -0.96 0.07 1.10

V LOTR TWL HP THG ASOIAF
Factor 1 0.31 -1.07 -1.57 0.77 0.45
Factor 2 -1.25 0.16 -0.42 -0.35 -1.66

space, where the X-axis represents factor 1 and Y-axis represents factor 2. It

is important to note that the latent space does not have a given interpretation

of the dimensions’ meaning: factor 1 and factor 2 represent concepts hidden in

the user-item matrix, thus their interpretation is often not obvious. The rating
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Figure 2.1: Latent factor space and users and items collocation.

for user i and item j can be estimated as shown in Equation 2.8, where r is

the average dataset rating and Ui and Vj are the columns of matrices U and V

corresponding to user i and item j.

pred(i, j) = r + U>i Vj . (2.8)

Following the previous examples, the rating for the couple Alice-ASOIAF has

been estimated in Equation 2.9

pred(Alice,ASOIAF ) = 3.21 + (−0.03 ∗ 0.45) + (−1.52 ∗ −1.66) = 5.71. (2.9)

The idea of extracting latent factors comes from the information retrieval
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area, where singular value decomposition (SVD) was used to discover latent

factors in documents (Deerwester et al., 1990). SVD and principal component

analysis (PCA) was soon applied to the RS area (Sarwar et al., 2000; Goldberg

et al., 2001). Since then, with the contribution of the Netflix Prize, several

different approaches have been developed including additional information such

as demographic data, temporal information and users and items biases (Ko-

ren et al., 2009), social information (Ma et al., 2011) and context-aware data

(Baltrunas et al., 2011).

Limitations

Collaborative filtering approaches suffer from two main issues. First, the user-

item matrix is usually very sparse: in many cases the number of co-rated items

between users is low, as users rate only a few items, while collaborative filter-

ing methods need many ratings to perform better. A typical solution to this

issue, which moves towards hybrid recommenders, is to take into account user

and item meta-data, such as gender, age or item categories (Pazzani, 1999).

A second typical issue is the cold start problem: when recommender systems

are at the first stages of their development, there are not enough ratings to

compute personalized recommendations. Furthermore, when a new user or a

new item is introduced, the system is not able to provide recommendations for

them. A simple solution is to adopt non-personalized recommender systems as

a backup recommendation method. Another strategy is to force the user to rate

a minimum number of items before starting to use the system (Rashid et al.,

2002).

2.2.2 Content-based recommendation

Content-based filtering exploits item content to provide recommendations based

on what the users liked in the past. The difference with respect to CF is that

in this case the system is not taking into account relationships between users or

between items, but it exploits information about items that a user rated in the

past. For instance, if a user liked fantasy books, the system will suggest other

books of the same kind. The recommendation process consists in the definition

of a user profile, based on past user preferences and in the comparison between

the user profile and the item profile. While items often have technical descrip-

tions of their features, the challenging task is to extract significant features that

can guide the recommendation process. Following the previous example, Table
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2.5 shows an example of item features. Keywords have been selected as the

most representative for the items considered.

Table 2.5: Item features that can be exploited for the content-based approach.
Title Genre Author Nationality Keywords
LOTR Fantasy Tolkien British fantasy hobbit ring

wizard elves
TWL Fantasy Meyer American vampire fantasy love

teenage werewolf
HP Fantasy Rowling British fantasy students wizard

magic friends
THG Science Collins American science post-apocalyptic

districts battle death
ASOIAF Fantasy Martin American fantasy throne dragons

war power

The most common technique to define a user profile from the descriptions of

the items he/she liked is to build a list of words that describes such items. In

this case the main issue is the definition of the criteria to apply for selecting the

most important words. A first approach consists in the selection of the most

frequent words that appear in the item descriptions. However, these words

can be frequent not only in the items liked by the user, but in every item.

For instance, in the movie domain, every item description will contain terms

like “movie”, “director” and “actor”. A popular approach to overcome this

limitation is offered by the TFIDF encoding format (Salton et al., 1975). This

method takes into account the term frequency (TF), but it also considers the

inverse document frequency (IDF), which means that the importance of a word

is inversely proportional to its frequency in all the item descriptions. TF is

defined as in Equation 2.10 (Chakrabarti, 2003): the frequency of the word i in

document j is divided by the maximum TF value computed in the document j:

TF (i, j) =
freq(i, j)

maxFreq(j)
. (2.10)

The second component decreases the weight of words that appear in most of

the documents. IDF for the word i is defined as in Equation 2.11, where n(i)

is the number of documents that contain item i, and N is the total number of

documents:

IDF (i) = log
N

n(i)
. (2.11)

The product of the TF for the word i in document j and the IDF of word i is
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the TFIDF measure (Equation 2.12):

TFIDF (i, j) = TF (i, j) ∗ IDF (i). (2.12)

The representation of items as vectors of TFIDF values is called Vector

Space Model (VSM). To increase the performances of the vector space model,

pre-processing techniques can be applied, such as stop words removal, stemming,

size cutoffs and the use of n-grams instead of simple terms (Baeza-Yates and

Ribeiro-Neto, 1999).

As long as items are represented in the VSM, recommendations can be com-

puted in different ways. A k-nearest neighbor (kNN) method similar to the

item-based CF consists in the computation of item-item cosine similarities and

in the recommendation of items similar to the items the users liked in the past

(Allan et al., 1998). Another method consists in the acquisition of a user profile

based on words with an high TFIDF value in the items that the user liked,

and in the training of a classifier that filters the items of interest (Billsus and

Pazzani, 1999). In some cases, especially in the news domain, it is important to

adopt two approaches for short-term and long-term interests. In Billsus et al.

(2000) short-term interests are analyzed with the kNN approach, while a clas-

sifier is trained to monitor long-term interests. A different approach consists in

the exploitation of the user feedback to learn a better profile. The Rocchio rele-

vance feedback method (Salton, 1971) explicitly asked the user to rate the items

proposed, and based on the relevance feedback the user profile was adapted and

the results were refined.

Recent approaches that deal with textual information exploiting topic mod-

els are described in Section 3.5.

Limitations

The main issue with content-based recommendations is based on the similarity

between items. In some domains, recommending items similar to the items

already consumed is not a good strategy. For instance, a news recommender

system that recommends articles on the same story already read by the user is

not a good recommender. This issue, called overspecialization, can be solved

increasing the serendipity of the system, which is the ability to recommend

unexpected items. A simple strategy consists in filtering out not only dissimilar

ones, but even too similar items (Billsus and Pazzani, 1999), while another

approach is based on the inclusion of random items (Shardanand and Maes,



2.2. Algorithms 21

1995).

2.2.3 Knowledge-based recommendation

Knowledge-based recommender systems have been developed to handle specific

recommendation tasks for which collaborative filtering and content-based filter-

ing are not suitable. For instance, in domains like housing or automotive ones,

users do not usually have many ratings, and the two previously described ap-

proaches are not applicable. Another problem is related to the temporal dimen-

sion: for instance, in the electronic domain, five year old ratings on electronic

devices are not likely to be significant today. Furthermore, in CF and content-

based filtering users cannot explicitly specify their needs to the system, but can

only receive recommendations based on their past behavior. Knowledge-based

systems can handle these problems because they guide the user interactively

to items that satisfy their needs (Burke, 2000). In this sense, knowledge-based

recommender systems are very different from the other two approaches because

they do not filter items based on past user interests, but assist the user in the

navigation of the item catalog.

The main idea of knowledge-based recommender systems is to exploit the

detailed knowledge on items to provide an effective way to navigate through

them. Users can express their needs as constraints on different features on

the items desired, i.e. “the car has to run 20km with 1 liter of gasoline”. The

requirements expressed are used to select items in two different ways: constraint-

based approaches (Felfernig and Burke, 2008; Felfernig et al., 2006; Zanker et al.,

2010) and case-based approaches (Bridge et al., 2005; Burke, 2000).

Knowledge-based recommender systems provide a three step process: in the

first step the user expresses his/her preferences and needs, usually with a web-

based form; the system scans the item catalog looking for products that satisfy

the requirements and presents them to the user; the user can refine the search

in case he/she is not satisfied, and the system can optionally offer some advice

on requirements to be changed.

Constraint-based recommender systems

Constraint-based systems try to solve a constraint satisfaction problem (CSP)

(Tsang, 1993), which can be described by a tuple (V,D,C) where V is a set

of variables, D is a set of finite domains for the variables and C is a set of

constraints that describes the combination of values the variables can simulta-
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neously take. To solve a CSP, a value to each variable in V has to be assigned

in a way that all constraints are satisfied. In constraint-based recommender

systems V is composed of customer properties (VC) and product properties

(VPROD), while C is composed of compatibility constraints (CR), filter condi-

tions (CF ) and product constraints (CPROD). Compatibility constraints (CR)

define a way to translate customer properties to product properties (i.e. cheap

camera means that it costs under $ 100), filter conditions (CF ) specify which

properties customers want (i.e. I want a cheap camera) and product constraints

(CPROD) list which properties products have (i.e. camera 1 costs $99). Each

solution to the CSP is an actual recommendation.

Case-based recommender systems

On the other hand, case-based recommendation approaches are based on the

computation of a similarity measure between the desired features and the prod-

ucts, which usually is defined as in Equation 2.13 (McSherry, 2003). p is the

product considered, REQ is the set of requirements and sim(p, r) is the simi-

larity between the product p and the requirement r. wr is a weight that defines

the importance of a specific requirement.

similarity(p,REQ) =

∑
r∈REQ wr ∗ sim(p, r)∑

r∈REQ wr
. (2.13)

The similarities between a requirement and a product can be defined in sev-

eral ways, based on the kind of property that is considered. For some properties,

such as price, less is better (LIB), while for others, such as the resolution of the

digital camera, more is better (MIB). A third case concerns the situation when

only the distance from the requirement is important in both direction, with no

preference for more or less.

2.2.4 Hybrid recommendation

In the past sections the three main approaches to recommendations have been

presented. Since every approach has its own strength and weakness, especially

depending on the domain considered, a combination of different approaches can

exploit the advantages that every method offers. These recommenders are called

hybrid recommenders (Burke, 2002).

Hybrid approaches can be implemented in several ways. Many methods

have been developed taking into account different kinds of features merged in
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a single recommender, like models that exploit collaborative filtering features,

user features and item features merged together. Another approach consists in

the application of different kinds of recommender systems one after another:

a general recommender filters the set of items available, while another more

specialized processes the filtered items.

The most popular kind of hybridization design consists in the application of

two or more recommender systems and in the combination of recommendations

as a post-processing step. The aggregation can be a linear combination, as in

Claypool et al. (1999): a collaborative filtering method and a content-based

method are combined with equal weights, which are then adjusted based on

recommendations accuracy. Another aggregation method is based on major-

ing voting: items that receive more votes from different algorithms are pushed

towards the top of the recommendation list (Pazzani, 1999). The assumption

behind these kinds of combination schema is that different methods perform

in a uniform way over all the items and the users. This assumption is not al-

ways true, as the number of ratings per item/user or the quality of features can

influence the accuracy of the recommenders.

2.3 Interfaces

Interfaces are the way to deliver recommendations to the user. While most

efforts in research are dedicated to recommender system algorithms, interfaces

have a bigger impact on the user. Francisco Martin from the company Strands4,

during his industry keynote delivered at the ACM RecSys conference in New

York in 2009 (Martin, 2009), made the provocative statement that 50% of the

success of a recommender system depends on interfaces, while algorithms ac-

count only for 5%. In this section three key aspects of interfaces are presented:

explanations, i.e. pieces of information used to explain why an item is recom-

mended, conversational RS, i.e. systems designed to provide recommendations

in a guided and conversational interaction, and persuasive aspects, i.e. which

are psychological and sociological aspects that influence how recommendations

are perceived.

4www.strands.com
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2.3.1 Explanations

Artificial intelligence systems try to mimic human behavior and to perform

complex tasks that are the result of hidden reasoning and computations. In the

recommender systems area, the system suggests items to the user, as a sales-

man can do in a retail shop. When this happens in the real world, the salesman

usually motivates the suggestion with explanations about why the item has

been suggested (Brewer et al., 1998). In recommender systems explanations are

pieces of information associated with recommendations with different purposes,

such as transparency, validity, trustworthiness, persuasiveness, effectiveness, effi-

ciency, satisfaction, relevance, comprehensibility and education (Tintarev, 2007;

Tintarev and Masthoff, 2007).

Explanation approaches are tied to the kind of algorithm that computed

recommendations. Therefore, different recommender systems follow different

explanation strategies.

Explanations in knowledge-based recommenders

Constraint-based recommenders, as discussed in Section 2.2.3, are recommender

systems that ask users to specify a set of requirements in order to find the desired

products. In this case the explanations can belong to two classes: if the sys-

tem asks to specify a requirement, the user can be interested in understanding

why the system needs that piece of information; in another case, if the system

presents a product, the user could want to understand how the proposed prod-

uct was chosen, which features make that specific product more desirable than

others. In the first case the explanation is called a why-explanation, while in

the second is a how-explanation (Buchanan and Shortliffe, 1984).

Explanations for constraint-based systems are generated through abduction

(Console et al., 1991): given a constraint satisfaction problem (CSP), a set of

constraints is an explanation if the solution to the CSP is a (logical) consequence

of it. For instance, if a smartphone recommender system asks the user whether

he/she likes HD videos, the explanation for this question can be that if he/she

likes HD videos, the system has to select smartphones with a good camera;

in this case the constraint “if you want HD videos, you need a good camera”

is a logical consequence of the question. If constraints and variables in the

CSP are associated with descriptions, natural language explanations can be

automatically derived (Buchanan and Shortliffe, 1984).

Case-based recommenders (see Section 2.2.3) recommend products that best
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fit user requirements. The difference between this kind of recommender and

constraint-based recommenders is that in this case products are selected even if

they do not fulfill all the requirements, but they are the best products similar

to what the user wishes.

A typical explanation is the why-explanation: if the system proposes a prod-

uct, the user wants to understand why the specific product has been proposed

to him/her. The usual approach is to highlight the user requirements and prod-

uct features with respect to the specified requirements. In this way the user

can understand which requirements are fulfilled and which are not (McSherry,

2003).

Recently, the Interfaces and Human Decision Making for Recommender Sys-

tems (IntRS 2014) workshop at RecSys 2014 tackled the interface and expla-

nation problem in recommender systems. Zanker and Schoberegger (2014) for-

mulated explanations as arguments that provide structured reasoning, joining a

conclusion that follows from one or more premises with the conjunction “there-

fore”. The study showed that a structured explanation has a stronger impact

than just presenting the facts without structure. On the other hand, synthetic

explanations with facts connected by “therefore” were preferred to natural lan-

guage explanations. Lamche et al. (2014) provides interactive explanations in

a mobile shopping recommender system. While typically explanations are used

to transmit pieces of information from the system to the user, the proposed

approach generates personalized interactive explanations using user preferences

and the mobile context, providing a conversational channel to the user.

Explanations in collaborative filtering recommenders

The main difference between explanations in collaborative filtering and knowl-

edge-based approaches is that in CF there is no knowledge about the items

recommended that can be exploited to produce explanations. In this scenario

there are three main steps that are considered to compute recommendations

and that can be exploited to provide explanations. The first step is represented

by the fact that users rate items: ratings are a good source of information for

explanations, while other sources of information are not considered. For exam-

ple, a good explanation can be based on the fact that the user rated a similar

book, while the fact that he/she bought a similar book can be misleading if the

user bought the book as a present. The second step is about the identification

of neighbors: if a user knows that users similar to him/her have appreciated an
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item, he/she can be more inclined to accept the recommendation. The third

step is about the rating predictions: if the user knows that the recommendation

is computed based on a solid number of ratings, confidence in the system can

increase.

One of the best ways to explain recommendations has been shown to be

based on rating behaviors of neighbors. In Herlocker et al. (2000) users where

asked to evaluate different kinds of explanations to understand which was the

best. The most appreciated explanation was based on an histogram that divided

neighbors into three groups: neighbors who rated the item with high ratings,

average ratings or low ratings. Other good explanations were based on a simple

statement, such as “You liked 80% of the past recommendations provided” or on

content-related arguments, while too much information had a negative impact.

Recently, Bridge and Dunleavy (2014) defined explanation rules in a user-based

collaborative filtering recommender system, providing explanations in the form

“People who liked movie X also liked movie Y”. They performed a user study

and found that nearly 50% of the partecipants found their explanations helpful.

Another kind of explanation strategy based on graphs is presented in Verbert

et al. (2014). A clustermap and a Venn diagram were used to provide expla-

nations for a conference recommender system, and a user study was performed

to compare the two methods: while the clustermap was more effective, it was

also too complex for non-technical users who prefer the simplicity of the Venn

diagrams.

2.3.2 Conversational RS

Standard recommender systems are affected by a general limitation: they are

intrinsically designed to collect input data at the beginning, produce recommen-

dations as output and terminate their job. However, it can be useful to refine

the recommendations and to guide the user to the best items for him/her. In

order to apply this approach, the user has to provide more pieces of information

to the system in a sort of dialog. This kind of recommender systems is called

conversational RSs (Carenini et al., 2003; Thompson et al., 2004; Mcginty and

Smyth, 2006; Mahmood and Ricci, 2009). The critical step is the design of the

interactive dialog between the user and the system: the interaction has to finish

with the identification of the desired item, and it has to take a small number of

steps.

Critiquing systems are one variant of conversational recommender systems
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that establish an interactive dialog with their users. The popularity of this ap-

proach is due to the balance between the effort required by the user and the

information value that this effort provided. For instance, the specification of

a critique such as “more items like X, but different in terms of feature Y” has

a lower cost than the process of elicitation of all the required features. Fur-

thermore, critiquing helps users without deep knowledge of the domain because

they give him/her the possibility to explore the product options available and

to become more familiar with them (Payne et al., 1993).

A user usually has two ways of defining a critique: directional or replace-

ment (Mcsherry, 2005). Directional critiques consist in the increase or decrease

of a numerical feature, such as price, while replacement critiques let the user

substitute the feature value required. The typical recommendation cycle starts

with the presentation of an item to the user (Burke et al., 1996). The user

has to accept the recommendation or to critique one of the features. The pro-

cess continues until a recommendation is accepted or all the possibilities are

exhausted.

2.3.3 Persuasive aspects of the interaction with RS

One of the key aspects in the RS area is that recommendations have to be

considered by users in order to be effective. If the recommender system is not

trusted, recommendations will be useless, even if predictions are very accurate.

Users tend to prefer recommendations from credible sources (Metallinos, 1991).

A way through which the system can increase its credibility is to leverage social

aspects (Fogg, 2002; Nass and Brave, 2005). In this sense, some recommender

systems act as social actors as they assist users in their tasks. Users who per-

ceive social characteristics such as benevolence and integrity when they interact

with an online recommender agent are more likely to trust the system (Benbasat

and Wang, 2005). In addition, if the user perceives that the system generates

recommendations in a way similar to user’s decision-making process, he/she is

more likely to be persuaded by the system (Aksoy et al., 2006). These consid-

erations show that social aspects in recommender systems are crucial in order

to develop systems that are better human-computer communicators.
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2.4 Evaluation

The evaluation of a recommender system is not an easy task. The main issue

is that the quality of a recommender system is related to objectives that are

difficult to assess. For instance, a recommender system has to improve the

quality of the interaction between the user and the system and to provide useful

recommendations with respect to relevance, novelty and serendipity. How can

we measure the achievement of these objectives? Traditionally, recommender

systems have been evaluated with offline experimentation. This approach is

very convenient because it can be repeated as many times as needed, and it

gives an impartial way to compare different algorithms. On the other hand,

offline experiments do not really deal with the user because they are just based

on a historical dataset collected on the past user behavior. Online experiments

overcome this limitation because they deal with real human beings that have

to evaluate the system they are using. The drawbacks of this approach are

the difficulty to perform a user study with a large number of users and the

impossibility to repeat the experiments several times.

2.4.1 Offline evaluation

The offline evaluation is similar to the evaluation adopted for classification sys-

tems. Broadly speaking, a dataset with users, items and ratings is split into

training and validation sets. The model is trained on the training set, and then

tested on the validation set. Performances are evaluated on the validation set

with several metrics.

Methodologies

The methodology used for evaluating recommender systems is one of the steps

more often overlooked. Since the metrics used to evaluate the recommendations

can have different results depending on the methodology used, it is important

to use and to clearly explain the evaluation procedure.

Let us assume that the dataset is a sparse user-item matrix that contains

the ratings given by users to items. The most popular approach consists in

the N -fold cross-validation: for every user the ratings are split into N folds,

as shown in Figure 2.2. After that at every iteration, N − 1 folds are used for

training and one fold for validation. If a specific number of ratings is required

for training purposes, the approach is called given-N . In this case, for every
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Figure 2.2: Cross-validation, every fold is indicated with a different color.

user the ratings are split into N training ratings and the remaining as validation

ratings (Figure 2.3). Since the cross-validation is not feasible in this situation,

the usual methodology is the repeated holdout, that consists in the repetition

of the sampling procedure to increase the stability of the results. On the other

hand there is the all-but-N , where N ratings are reserved for the validation

phase. The choice of using the given-N or all-but-N is crucial because it affects
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Figure 2.3: Given-n, 3 training ratings for every user (orange).

the values of the evaluated metrics. A fixed training set has the advantage

that the models learns from the same amount of data for every user, while a

validation set of the same size makes the metrics more comparable.
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While the methodologies described are based on the splitting of ratings, a

different kind of splitting is based on users. Cross-validation is applied to split

users in folds (Figure 2.4). As in the previous case, N − 1 folds are used as the

training set, while one fold is used as the validation set, but in this case there is

a further step: how much data is given to the model for every validation user in

order to predict the remaining ratings? A popular approach is the all-but-one

validation, where all the user’s ratings except one are given to the model, and

the remaining one is predicted, repeating the procedure for every rating. While

this approach guarantees the fairest evaluation methodology, it is also the most

computationally expensive because for every validation user the model has to be

tested for every user’s rating. A different methodology consists in the all-but-N

or given-N validation.
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Figure 2.4: Users Cross-validation, every fold is indicated with a different color.

Metrics

The accuracy of the recommendations computed has to be assessed based on

the ratings in the validation set. The metrics are divided into three categories,

depending on the kind of task they measure (Herlocker et al., 2004). The tasks

are prediction, i.e. the ability of the system to predict the exact rating, clas-

sification, i.e. the ability of the system to produce a set of positive items, and

ranking, i.e. the ability of the system to predict a top-N list of positive items.

The metrics applied to evaluate the prediction task are RMSE (Equation

2.14) and MAE (Equation 2.15). Tu indicates the test set of user u.
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RMSE =

∑
u∈U

∑
i∈Tu

(r̂ui − rui)2∑
u∈U |Tu|

. (2.14)

MAE =

∑
u∈U

∑
i∈Tu
|r̂ui − rui|∑

u∈U |Tu|
. (2.15)

These metrics measure the difference between the predicted ratings and the

actual ratings. The difference between RMSE and MAE is that RMSE penalizes

errors greater than 1, while it puts less emphasis on small errors.

Since in a real recommender system the user deals with a recommenda-

tion list and not with numeric values, Cremonesi et al. (2010) highlighted that

prediction metrics are not able to measure the real accuracy of a system. To

evaluate the classification task at a specific cutoff of the recommendation list

the considered measures are precision (Equation 2.16), recall (Equation 2.17)

and F1 (Equation 2.18).

Pu =
Hu

Lu
. (2.16)

Ru =
Hu

Tu
. (2.17)

F1u =
2 · Pu ·Ru
Pu +Ru

. (2.18)

Precision is the ratio between the number of items recommended that are

liked by the user (Hu) to the number of items recommended (Lu). Recall is

the ratio of items recommended that are liked by the users (Hu) to the total

number of items liked by the users (Tu). Finally, the F1 measure is the harmonic

average between precision and recall.

These classification metrics have a main problem: if there is only one hit

in the top-10 recommendation list, it does not matter if the hit is at the first

position or at the last position, the precision will still be 0.1. To measure ranking

accuracy other metrics have been proposed: rank score (Breese et al., 1998), lift

index (Ling and Li, 1998) and discount cumulative gain (DCG) (Järvelin and

Kekäläinen, 2000). All the three metrics give less importance to a hit if it

appears in a later position in the recommendation list. Equation 2.19 describes

how to compute the DCG:
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DCGpos = rel1 +

pos∑
i=2

reli
log2i

. (2.19)

where pos denotes the position up to which relevance is accumulated and

reli returns the relevance of the recommendation at position i. The relevance

can be 1 if hits are considered or the actual value of the rating. The DCG can be

normalized (normalized NDC (nDCG)) in the interval [0, 1] dividing the DCG

by the ideal DCG (iDCG), which is the value of the DCG when all the hits are

in the top positions.

Other metrics that fall in the ranking metrics category are Area Under

Precision-Recall Curve (AUPR) and Mean Average Precision (MAP). When

plotting precision versus recall values, the AUPR is the area under the curve

and lies in the interval [0, 1]. The curve can be plotted computing precision and

recall at every position of the recommendation list. On the other hand, MAP is

usually computed at a specific cutoff of the recommendation list as the average

precision computed at every hit, as described in Equation 2.20, where Hi is the

number of hits up to position i and reli returns 1 if there is a hit at position i.

MAPpos =
1

Hpos

pos∑
1=1

reli
Hi

i
. (2.20)

2.4.2 Online evaluation

Although the offline evaluation is widely used due to the possibility to perform

the evaluation with available resources, some considerations have to be made.

First of all, in a typical historical dataset ratings are divided into training and

validation ratings. Therefore, if the system recommends an item that does

not have a rating in the validation set, this is seen as an incorrect prediction,

while maybe the user could even like that item, but he/she is not aware of it.

Cremonesi et al. (2012) investigated this subject comparing offline and online

evaluations. Another common issue is due to the fact that usually the temporal

dimension is not considered, and ratings are split into training and validation

sets without considering the collection sequence. Campos et al. (2011) analyzed

this issue and proposed a time-aware evaluation protocol, which unfortunately

is rarely used.

Online evaluation can overcome these limitations by performing online ex-

periments with real users. In these experiments some variables are considered
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independent, i.e. the demographic features of the users, while some others are

considered dependent, such as user satisfaction or click-through rate.

In an experimental research design at least one of the variables is manip-

ulated in order to observe the effect of the manipulation on the dependent

variables, while users are randomly assigned to different levels or categories of

the manipulated variable (Pedhazur and Schmelkin, 2013). In the recommender

system area the manipulated variable is usually the recommendation algorithm,

and users have to be randomly assigned to different algorithms. The observed

variables have to be measured before and after the interaction of the user with

the system, usually with questionnaires or observing user behavior. It is also

important to distribute users with different independent variables to all the con-

sidered algorithms in order to avoid an abnormal concentration of users with

similar characteristics on a single algorithm.

On the other hand, in a quasi-experimental design subjects decide on their

own about the algorithms they want to use. In this case the conclusions must

be carefully considered: for instance, if users can decide if they want to use

the recommender system or not, and the experiment shows that users who use

the recommender system buy more items, the tendency to buy more can derive

from the fact the users who are more inclined to buy are willing to use the

recommender system, and not vice versa.

Finally, the nonexperimental design includes all other kinds of experiments

where quantitative and qualitative variables are observed with questionnaires

or with the implicit observation of their behavior. An interesting case is the

longitudinal search in which the user is observed during his/her interaction with

the system over time (Zanker et al., 2006).

User studies can be also divided into lab studies and field studies. In lab

studies users are “recruited” to participate in a controlled environment where

all the considered variables can be controlled. A frequent issue in this kind of

experiment is the real commitment of the users who participate, as they could

be motivated only by rewards offered for participation. In field studies this kind

of problem does not exist because users are already using the tested system. A

popular kind of field study is the A/B test, where users are divided into two

groups that are presented with different versions of the system (Dixon et al.,

2013).
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Chapter 3

State of the Art in Topic

Models

In this chapter the topic model methodology is described. The main idea behind

this model is presented, and the main methodological aspects are discussed.

Popular topic model extensions to address specific problems are presented and

the topic model evaluation approaches are discusssed. Finally, topic model

applications in the recommender system area are illustrated.

3.1 Introduction

A topic model (TM), as described in Blei (2012), is a machine learning statistical

model that aims to discover and annotate large text corpora with thematic

information. The main purpose of these algorithms is the analysis of words in

natural language texts in order to discover themes represented by sorted lists of

words.

To illustrate how topic models work, we borrow the example from Blei

(2012). The article in Figure 3.1, titled “Seeking Life’s Bare (Genetic) Ne-

cessities”, is about using data analysis to determine the number of genes that

an organism needs to survive (in an evolutionary sense). We should expect that

this article would be about different themes, such as computer science, evolu-

tionary biology and genetics. Every word in the article can be assigned to one of

these themes, based on the context of the document itself and all the other doc-

uments analyzed. For instance, we can imagine that the word “computational”

35
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is about computer science, while “organism” is about biology. If all the words in

the document are labeled, except for unmeaningful words such as conjunctions

or prepositions, we can calculate how much the document is about the themes

considered. Topic models aim to do automatically what we did manually in the

example: assign every word to a specific topic, compute topic proportions for

every document and produce list of words as topic representation.

gene     0.04

dna      0.02

genetic  0.01

.,,

life     0.02

evolve   0.01

organism 0.01

.,,

brain    0.04

neuron   0.02

nerve    0.01

...

data     0.02

number   0.02

computer 0.01

.,,

Topics Documents
Topic proportions and

assignments

Figure 1: The intuitions behind latent Dirichlet allocation. We assume that some
number of “topics,” which are distributions over words, exist for the whole collection (far left).
Each document is assumed to be generated as follows. First choose a distribution over the
topics (the histogram at right); then, for each word, choose a topic assignment (the colored
coins) and choose the word from the corresponding topic. The topics and topic assignments
in this figure are illustrative—they are not fit from real data. See Figure 2 for topics fit from
data.

model assumes the documents arose. (The interpretation of LDA as a probabilistic model is
fleshed out below in Section 2.1.)

We formally define a topic to be a distribution over a fixed vocabulary. For example the
genetics topic has words about genetics with high probability and the evolutionary biology
topic has words about evolutionary biology with high probability. We assume that these
topics are specified before any data has been generated.1 Now for each document in the
collection, we generate the words in a two-stage process.

1. Randomly choose a distribution over topics.

2. For each word in the document

(a) Randomly choose a topic from the distribution over topics in step #1.

(b) Randomly choose a word from the corresponding distribution over the vocabulary.

This statistical model reflects the intuition that documents exhibit multiple topics. Each
document exhibits the topics with different proportion (step #1); each word in each document

1Technically, the model assumes that the topics are generated first, before the documents.

3

Figure 3.1: The words in a document can be about different themes; their
assignment to different topics defines the document topic proportions (Blei,
2012)..

The first approach that tried to discover latent semantic themes in a doc-

ument corpus was the Latent Semantic Indexing technique (LSI) (Deerwester

et al., 1990), which consists in the decomposition of the TF-IDF matrix with

matrix factorization techniques. An evolution of this model was offered by the

probabilistic LSI (pLSI) (Hofmann, 1999), also known as aspect model, which

introduced a probabilistic generative approach for the text: every word is gen-

erated by a mixture model, where mixture components are multinomial random

variables that can be considered as a topic. The next step, which represents the

main milestone for topic models, was the introduction of the Latent Dirichlet

Allocation technique (LDA) (Blei et al., 2003), which describes a full generative

model for topics and text. The basic idea is that every document is about sev-

eral topics and that each word in the document can be associated with one of

these topics.
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3.2 Methodology

Let us define D as the number of documents, K as the number of topics and

Nd as the number of words in document d. The following variables are defined:

• Φ1:K : topic distributions over the vocabulary, where Φk is the distribution

for topic k;

• θ1:D: document distributions over topics, where θd is the distribution for

document d;

• z1:D,1:Nd
: topic assignments for each document, where zdn is the assign-

ment of position n of document d to a specific topic;

• w1:D,1:Nd
: word occurrences for each document, where wdn is the word

that occurs in position n of document d.

𝐷 𝐾 
𝑁𝑑 

𝛼 𝛽 𝜃𝑑 Φk 𝑧𝑑𝑛 𝑤𝑑𝑛 

Figure 3.2: Plate notation of the LDA model.

The generative model is illustrated in Figure 3.2. Every word in every docu-

ment is generated from the combination of the variables θ and Φ. The generative

process of a generic document d consists in the following steps:

1. a topic distribution θd is randomically generated;

2. for each position n = 1, · · · , Nd:

a topic k is extracted from θd and zdn = k;

a word m is extracted from Φk and wdn = m;

The aim of the LDA model is to invert the generative process: the occurrences

of words in the documents are the observed variables (w), while the topic struc-

ture is hidden (Figure 3.3). The generative process gives the possibility to define

a joint probability on observed and hidden variables (Equation 3.1), which is
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used to compute the conditional probability of hidden variables given the ob-

served variables, namely the posterior probability distribution (Equation 3.2).

Variables in bold indicate the full set of variables for every index.

answering two kinds of similarities: assessing the similarity between two documents, and assessing the associative 

similarity between two words. We close by considering how generative models have the potential to provide further 

insight into human cognition. 

2. Generative Models 

A generative model for documents is based on simple probabilistic sampling rules that describe how words in 

documents might be generated on the basis of latent (random) variables. When fitting a generative model, the goal is 

to find the best set of latent variables that can explain the observed data (i.e., observed words in documents), 

assuming that the model actually generated the data. Figure 2 illustrates the topic modeling approach in two distinct 

ways: as a generative model and as a problem of statistical inference.  On the left, the generative process is 

illustrated with two topics. Topics 1 and 2 are thematically related to money and rivers and are illustrated as bags 

containing different distributions over words. Different documents can be produced by picking words from a topic 

depending on the weight given to the topic. For example, documents 1 and 3 were generated by sampling only from 

topic 1 and 2 respectively while document 2 was generated by an equal mixture of the two topics. Note that the 

superscript numbers associated with the words in documents indicate which topic was used to sample the word. The 

way that the model is defined, there is no notion of mutual exclusivity that restricts words to be part of one topic 

only. This allows topic models to capture polysemy, where the same word has multiple meanings. For example, both 

the money and river topic can give high probability to the word BANK, which is sensible given the polysemous 

nature of the word. 
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Figure 2. Illustration of the generative process and the problem of statistical inference underlying topic 

models  

 

The generative process described here does not make any assumptions about the order of words as they appear in 

documents. The only information relevant to the model is the number of times words are produced. This is known as 

the bag-of-words assumption, and is common to many statistical models of language including LSA. Of course, 

word-order information might contain important cues to the content of a document and this information is not 

utilized by the model. Griffiths, Steyvers, Blei, and Tenenbaum (2005) present an extension of the topic model that 

is sensitive to word-order and automatically learns the syntactic as well as semantic factors that guide word choice 

(see also Dennis, this book for a different approach to this problem).  

The right panel of Figure 2 illustrates the problem of statistical inference. Given the  observed words in a set of 

documents, we would like to know what topic model is most likely to have generated the data. This involves 

inferring the probability distribution over words associated with each topic, the distribution over topics for each 

document, and, often, the topic responsible for generating each word. 

 3

Figure 3.3: From the generative process to the statistical inference (Steyvers
and Griffiths, 2007).

P (Φ, θ, z,w) =

K∏
i=1

P (Φi)

D∏
d=1

P (θd)

Nd∏
n=1

P (zdn|θd)P (wdn|Φ, zdn). (3.1)

P (Φ, θ, z|w) =
P (Φ, θ, z,w)

P (w)
. (3.2)

The exact estimation of these distributions requires the computation of the

probability to observe every word of every document assigned to every pos-

sible topic, which is computationally infeasible. To tackle this problem, two

different approaches have been proposed: sampling algorithms and variational

algorithms.

The most popular sampling algorithm for topic models is the Gibbs sampling

Geman and Geman (1984). This approach consists in the definition of a Markov

chain on the set of hidden variables and in the sampling of the value of each

variable, given the value of the others. The process is iterated many times,

and samples are periodically collected in order to approximate the stationary

distribution of the Markov chain. Samples collected are used to estimate the

posterior distribution. In particular, Φ and θ are computed as shown in Equation

3.3 and Equation 3.4, where CΦ
kw is the number of times that the word w is

assigned to topic k, Cθdk is the number of times that a word in the document d
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is assigned to topic k, CΦ
k· is the number of words assigned to topic z and Cθd· is

the number of words in document d. This approach was proposed by Griffiths

and Steyvers (2004).

Φ̂kw =
CΦ
kw + β

CΦ
k· +Wβ

. (3.3)

θ̂dk =
Cθdk + α

Cθd· + Zα
. (3.4)

Variational algorithms are the deterministic alternative to sampling algo-

rithms. They exploit distribution families to estimate the posterior distribu-

tion, transforming the inference problem into an optimization problem. This

approach was applied to the LDA model in Blei et al. (2003).

3.3 Extensions

LDA is a powerful model that is extremely useful for discovering hidden themes

in big textual corpora. One of the main advantages of the probabilistic formu-

lation is the possibility to adapt and enrich it in order to design more complex

models and to solve different kinds of problems.

A first extension of topic models can be obtained removing the “bag of words”

assumption, which consists in the idea that the occurrence of words is important,

but not the order in which they occur. In Wallach (2006) the generative process

is modified so that a word is not only generated based on the topic sampled,

but even based on the previous word. In Griffiths et al. (2004) LDA was merged

with the Hidden Markov Model, where the former is responsible for the word

generation, while the latter defines the syntax class of the word. The major

drawback of these approaches is that they significantly increase the dimension

of the parameter space, but the modeling of natural language text is better than

in the standard LDA.

A second extension is obtained considering the ordering of documents that

in LDA is not taken into account. In Blei and Lafferty (2006b) documents are

divided into time frames, and a special kind of topic model, called Dynamic

topic model, discovers topics and their evolution through time.

A third important extension concerns the number and structure of topics.

In the LDA model the number of topics is a parameter, and the topic structure

is flat. Teh et al. (2006) introduced the Bayesian nonparametric topic model,
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where the number of topics is automatically determined during the inference

phase, and new documents can cause the creation of new topics. This approach

was extended in Blei et al. (2010), where the topic structure is assumed to be

hierarchical, and the number of subtrees and the depth of each subtree is deter-

mined automatically. This model is able to discover relations of specialization

and generalization between topics, finding high-concept topics close to the root

and specialized topics towards the leaves.

Topic models have been extended in many other ways: correlated topic model

(Blei and Lafferty, 2006a) and the Pachinko allocation machine (Li and McCal-

lum, 2006) are designed to find correlations between topics. The author-topic

model (Rosen-Zvi et al., 2004), the author-recipient-topic model (McCallum

et al., 2005) and the relational topic model (Chang and Blei, 2009) are able to

discover topics in structured corpus where the author and/or the recipient of a

document are known or when documents have connections between them.

3.4 Topic model evaluation

Once a set of topic have been extracted from a document corpus by applying

LDA, their semantic coherence must be validated. The first approach proposed

to evaluate topic models was based on the perplexity measure on held out docu-

ments. Perplexity indicates the uncertainty in predicting a word given a model:

a lower perplexity value means that the model explains the natural language

text in a good way. In topic models it simply means that the topic structure in

the training set is the same as the one in the validation set.

To improve this simple technique, Wallach et al. (2009) summarized several

evaluation techniques based on tools from language modeling. In particular,

the Chibb-Style estimation and the left-to-right evaluation have been proved to

perform better on real-world corpora. On the other hand, Chang et al. (2009)

measured topic coherence using human judgments. Judges recruited through

Amazon Mechanical Turk1 were asked to evaluate a set of topics: every topic

was presented as a list of words in which one word was manually included to

act as an intruder. The judges had to find the intruder in the topics evaluated.

Based on the success ratio, topics were evaluated for their coherence because

if the intruder was easy to detect it means that the other words had a strong

coherency. Unfortunately, metrics computed for this study have a negative

1www.mturk.com
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correlation with metrics usually applied to evaluate topics. Other works show

that some problems exist when using supervised classification predictive metrics.

To overcome this limitation, Ramirez et al. (2012) proposed a procedure based

on the comparison of the extracted topics with the results obtained through

alternative models. Numerical experiments show that the proposed approach

for topic model validation is effective. However, the problem of topic model

validation is still an open issue.

3.5 Topic model and recommender systems

Topic models were also adapted and introduced in recommender systems for

recommending textual items.

Wang et al. (2010) proposed a probabilistic generative model similar to LDA

applied to textual reviews on hotels to estimate aspect ratings, a problem defined

as Latent Aspect Rating Analysis (LARA). Each review is split into sentences,

and each sentence is supposed to be about a specific aspect. The proposed gen-

erative model assumes that for each sentence a user decides which aspect he/she

wants to write and chooses the words to write, carefully based on the decision

made. To assign one or more aspects to each sentence a bootstrap procedure is

defined: an initial seed of aspect keywords is provided, and based on this sen-

tences are assigned to different aspects. The empirical experiments show that

the proposed method is able to estimate aspect ratings, discovering interesting

cases where the overall ratings are the same, but aspect ratings are different.

Furthermore, review analysis opens a range of possible applications, such as

aspect opinion summarization, ranking of entities based on aspect ratings, and

analysis rating behavior of reviewers.

Agarwal and Chen (2010) introduced a matrix factorization method for

recommender systems where items have a natural bag-of-word representation,

clased fLDA. Topics extracted from item descriptions and user metadata are

used as priors to regularize item and user latent factors. The posterior dis-

tribution of item and user factors depends on both the prior and user ratings

on items, since the LDA model is exploited to regularize item latent factors,

and the Gaussian linear regression regularizes user latent factors. The proposed

model is accurate and able to deal with cold-start and warm-start scenarios.

Furthermore, it provides interpretable latent factors that can explain user-item

interactions.
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Wang and Blei (2011) defined an extension of LDA for recommending scien-

tific articles called collaborative topic regression (CTR). Topic model and ma-

trix factorization are merged in a single method, where item latent factors are

obtained adding an offset latent variable to the item topic distribution. The

latent variable is optimized with an EM algorithm, together with LDA and MF

parameters. This method is capable of providing in-matrix and out-of-matrix

predictions, where the former case consists in the prediction of items already

rated by some users, while the latter consists in the prediction of new items.

Even in this case the method is able to provide interpretable latent factors that

can be used to profile users and items.

Recently, McAuley and Leskovec (2013) merged matrix factorization and

topic models in order to estimate the ratings from textual reviews on different

datasets. The Hidden Factors as Topics (HFT) consists in two steps: first, la-

tent factors for rating prediction are fitted, and second, topic assignments are

updated binding item topic distributions and item latent factors. In this work

all the reviews associated with an item are merged into a single document. The

proposed approach not only leads to more accurate predictions on recommen-

dations, but can also solve side problems. First, it deals with the cold-start

problem, exploiting item topics for items with only a few ratings. Second, it is

able to discover and automatically categorize items in different categories based

on the topics discussed in the reviews. Third, it can identify representative

reviews, which can be shown to users as a summary of item characteristics.

The proposed approach was tested on a set of huge datasets scraped from the

web: 35 millions review from Amazon2, 6 millions review from ratebeer3 and

220 thousand reviews from Yelp4.

2www.amazon.com
3www.ratebeer.com
4www.yelp.com



Chapter 4

Integrating Concepts and

Time in Recommender

Systems

In this chapter three contributions to the algorithm component are presented

with the discussion of different methodologies that can be applied to the recom-

mender system area. The first idea is the integration and semantic connection

of large content networks, such as Wikipedia or the web. The topic model is

applied to discover concepts in the network and to create new semantic links

between objects. These networks can be exploited to provide recommendations

in content networks like the scientific literature or in the publishing industry.

The second hint is the application of the topic model to analyze temporal fluctu-

ations of themes in a document corpora. The temporal aspect in recommender

systems is an important aspect that is often not considered. The third con-

tribution is the definition of the MapReduce version of the Continuous Time

Bayesian Network classifier training algorithm. This model can be applied to

recommender systems where the duration of events is an important aspect to

consider, while the MapReduce version is able to deal with Big Data.
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4.1 Introduction

The first contribution of this chapter concerns large content networks, like the

World Wide Web, which contain huge amounts of information that have the

potential of being integrated because their components fit within common con-

cepts and/or are connected through hidden, implicit relationships. While one

attempt at the integration of semi-structured information sources is the pro-

gram called the “Web of Data”, our approach aims to integrate unstructured

information sources, as the vast majority of the information residing on the Web

is in such form. For this purpose we exploit topic models in order to cluster

Web pages into concepts (topics), which are then related through higher-level

concept networks; we also make implicit semantic relationships emerge between

single Web pages. While the applicative focus of the research reported here is

on knowledge integration on the specific and relevant case of the WWW, this

framework can be designed as a hybrid recommender system that exploits con-

tent information and semantic connections to provide useful recommendations.

For instance, a researcher may use this framework to navigate the scientific lit-

erature through concepts, looking for the research area of interest and analyzing

semantic connections between an area and other areas, visualizing border arti-

cles which connect different areas. Furthermore, based on other researchers’ in-

terests, the system can automatically derive communities that have been proved

to be effective in recommendation tasks (Vassileva, 2008). Another interesting

application scenario is the publishing industry, where such recommenders can

support “word of mouth”, recommending news articles (Webster and Vassileva,

2007).

Another important aspect in recommender systems is the temporal dimen-

sion, which is often not considered in most of the literature. The temporal

aspect is obviously important in many domains, since user tastes may change

over time. For instance, a teenager can be interested in action movies, while

growing he/she may find also interesting other kinds of more serious movies. In

such cases, preferences expressed several years before are no longer significant

or may be less important than recent preferences. Many methods are trying

to incorporate temporal dynamics in recommender systems, like Koren (2010)

did to win the NetFlix prize or in Context-Aware recommender systems (Ado-

mavicius and Tuzhilin, 2011). Our approach deals with the temporal dimension

on document corpora, such as research papers or news articles. The proposed

method hinges on the tracking of increased information flows, what we call hot
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topics, around the evolution of a document corpus. These hot topics can be

exploited in order to compute accurate recommendations that take into account

user preferences as well as topic popularity.

In many cases the temporal dimension is just considered as a sequence, where

the only relevant information is related to the previous states of the system, like

in Dynamic Bayesian Networks and Hidden Markov Models. However, in many

domains the temporal aspect has to be considered as it is, a continuous flow

where the duration is a piece of crucial information. Continuous time Bayesian

networks (CTBN) have been recently proposed to cope with continuous time

stochastic processes (Nodelman et al., 2002). A continuous time Bayesian net-

work is a graphical model whose nodes are finite state variables in which the

state evolves continuously over time, and where the evolution of each variable

depends on the state of its parents in the graph. Inference and learning algo-

rithms for continuous time Bayesian networks and their classifiers have been

presented in the literature (Nodelman, 2007; Stella and Amer, 2012), but they

have a main limitation: when the data size grows the learning time becomes

unacceptable. To overcome this limitation, the MapReduce framework (Dean

and Ghemawat, 2008) can be used. This framework offers the possibility to

implement a parallel application without focusing on the details of data distri-

bution, load balancing and fault tolerance (Dean and Ghemawat, 2010). In this

chapter we show how to implement the MapReduce version of the algorithms

for parameter and structural learning of CTBN classifiers. These methods can

be exploited by recommender systems that deal with continuous temporal dy-

namics. For instance, IPTV (Internet Protocol Television) and online news

platforms can benefit from such models that can analyze the “examination du-

ration” (Oard et al., 1998) and use it to learn user preferences (Song et al.,

2012), while e-commerce websites can consider the duration between the item’s

launch time and user’s purchase time (Lee et al., 2008).

The remainder of this chapter is as follows. Section 4.2 illustrates the ap-

plications of PTM to knowledge integration in the WWW via the clustering

of Web pages into concept (topic-topic) networks and the explicitation of se-

mantic links at the level of single Web pages through object-object networks,

with quantitative and qualitative evaluations. Section 4.3 shows how to apply

hot topic tracking to the monitoring of the evolution of themes in the context

of the implementation of labor law. Section 4.4 shows the design of two train-

ing algorithms for continuous time Bayesian network classifiers following the

MapReduce paradigm and the analysis of the speedups in different situations.
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4.2 Integrating Concepts in Large Content Net-

works

Integrate concepts and knowledge in large content networks relies on Latent

Dirichlet Allocation (LDA) (Blei and Jordan, 2003) as the basic component to

develop a method for extracting concepts, i.e. topics, from existing information

networks. Extracted concepts and their connections are then used to learn two

semantic networks: i) a high-level topic-topic network where topics are related

in terms of their semantic proximity; ii) a fine-grained object-object network

where textual objects making up topics and accounting for their relationships

are analyzed, with links that trespass topic boundaries.

This method has been tested through different datasets that were chosen on

the basis both of their effective relevance in terms of available content and their

suitability to act as meeting points for diverse knowledge sources, thus fitting

well with the objective of demonstrating the potentials of knowledge integration

on the World Wide Web.

4.2.1 The Object-Object Network and the Topic-Topic

Network

Let K be the number of topics and N the number of objects. We reserve the

j index to indicate objects and the z index to indicate topics. To indicate a

matrix we use a letter without subscripts, while the single element is indicated

with two subscripts. Full details about the construction of the Object-Object

Network and the Topic-Topic Network are provided in Rossetti et al. (2014).

The object-object matrix ΓOO describes the one step transition probability

for each pair of textual objects. Therefore, the element ΓOOj1j2 is the one step

probability P (j2|j1) of transitioning from the textual object j1 to the textual

object j2. By construction we have:

P (j2|j1) =

K∑
k=1

P (j2|k)P (k|j1) = ΓOOj1j2 (4.1)

The topic-topic matrix ΓTT describes the one step transition probability for

each pair of topics. Therefore, the element ΓTTk1k2 of the topic-topic matrix ΓTT

is the one step probability P (k2|k1) of transitioning from topic k1 to topic k2.
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Also in this case by construction we have:

P (k2|k1) =

N∑
j=1

P (k2|j)P (j|k1) = ΓTTk1k2 (4.2)

It is now possible to define the object-object network and the topic-topic

network.

Definition 1 Object-Object Network. Given a textual object corpus O =

{j1, ..., jN} and a set of topics Z = {z1, ..., zZ}, an Object-Object Network is

a couple OON = {G = (O, E),ΓOO}, where G is a directed graph with nodes

associated with textual objects belonging to the set O, E is the set of links between

nodes where the link between node j1 and node j2 is associated with the weight

ΓOOj1j2 .

Definition 2 Topic-Topic Network. Given a textual object corpus O =

{j1, ..., jN} and a set of topics Z = {z1, ..., zZ}, a Topic-Topic Network is a

couple TTN = {G = (Z, E),ΓTT }, where G is a directed graph with nodes as-

sociated with topics belonging to the set Z, E is the set of links between nodes

where the link between node z1 and node z2 is associated with the weight ΓTTz1z2 .

Once the textual object corpus and the set of topics are transformed to the

corresponding Object-Object Network OON = {G = (O, E),ΓOO} and Topic-

Topic Network TTN =

{G = (Z, E),ΓTT }, network analysis measures can be computed and community

formation algorithms can be executed.

In particular, we applied the reverse Cuthill-McKee (RCM) algorithm

(Cuthill and McKee, 1969). The main idea behind this approach is represented

in Fig. 4.1: the RCM algorithm permutes a sparse matrix that has a symmet-

ric sparsity pattern in a band matrix form with a small bandwidth. Broadly

speaking, it reorders rows and columns of a sparse matrix with the aim to carry

all non-zero elements towards the main diagonal.

Fig. 4.1(a) shows the result of the application of the RCM algorithm to

the ΓOO matrix. Documents are reordered in a way that brings documents

one next to the other, which speak about the same topics. Squares on the main

diagonal represent groups of documents that speak about the same topics. If we

apply the permutation obtained from the ΓOO to the adjacency matrix, which

represents a hyperlink between documents with a 1 and no hyperlink with a
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(a) (b)

Figure 4.1: Chart (a) shows ΓOO reordered with the RCM algorithm. Chart
(b) shows the adjacency matrix reordered with the RCM permutation obtained
from ΓOO.

0, we obtain the matrix in Fig. 4.1(b). The formation of dense regions of

hyperlinks corresponding to “topic-squares” area can be observed. We consider

each one of this square as a document community.

4.2.2 Experiments

Numerical experiments are devoted to analyzing and comparing the behavior

of the TT algorithm to the behavior of the following benchmarking algorithms:

Infomap (Rosvall and Bergstrom, 2008) and Harel (Harel and Koren, 2001). Ex-

periments are performed starting from different core arguments, each associated

with a textual object corpus extracted from the YAGO ontology, Wikipedia and

the web. Qualitative experiments have been also performed to show the validity

of the proposed approach as a navigation tool.

Performance Measures

Performance measures have been selected to show that the TT algorithm, which

exploits semantic information through the ΓOO matrix but does not exploit any

web page link data, performs well in terms of semantic and graph community

similarity measures. Furthermore, selected performance measures allow to show

that benchmarking algorithms which exploit only web page link data do not per-
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form well in terms of semantic similarity and are almost always outperformed

by the TT algorithm in terms of graph community similarity measures. There-

fore, YAGO similarity and symmetrized Kullback-Leibler similarity have been

selected to evaluate and compare semantic coherence through the computation

of intra-community similarities based on an external ontology and on the latent

topic structure. To evaluate the structural density and the quality of the par-

titioning of a graph structure the modularity and the assortativity performance

measures have been selected. A full description of these measures is provided

in Rossetti et al. (2014).

Performance analysis and comparison

Performance analysis and comparison are based on the following core arguments:

Green Economy (GE), City Cars (CC), Touchscreen mobile phones (TMP), and

Terrorism Terr). The size of each dataset is indicated in the label, i.e. GE 1K

means 1,000 pages.The main characteristics of numerical experiments, as well

as optimal values for parameters K and µ are reported in Rossetti et al. (2014).

Numerical experiments have been performed following an estimation scheme

similar to k-fold cross validation, where each algorithm was applied to all pos-

sible combinations consisting of k − 1 data subsets. Performance measure val-

ues achieved are summarized in Table 4.1. One-sided, two sample t-test with

unequal variances has been used to test the TT algorithm against the other

algorithms. Statistically significant results at 95% confidence level are bolded.

The TT algorithm outperforms Harel and Infomap algorithms for all core ar-

guments and for almost all performance measures. Just in the case of the Green

Economy core argument, the TT algorithm achieved a mean value of assorta-

tivity (ASS) which is not statistically greater than the mean value achieved by

Harel and Informap algorithms. Furthermore, for (GE 5K) Harel is statistically

better than TT.

Numerical experiments show that the TT algorithm outperforms Harel and

Infomap algorithms with respect to both YAGO similarity (YAGS) and sym-

metrized KL similarity (SKLS) measures. Results on SKLS were somewhat

expected since the TT algorithm is based on topics distributions.

However, good results achieved on the YAGO similarity (YAGS) measure

mean the learned topics reflect the ontological structure of the analyzed textual

objects. This confirms topics are useful to extract knowledge from textual data.

Furthermore, communities discovered by exploiting topics are related to the on-
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Table 4.1: Performance comparison for the Green Economy (GE 1K and
GE 5K), City Cars (CC 10K), Touchscreen mobile phones (TMP 10K), and
Terrorism (Terr 10K) core argument experiments. Mean value of performance
measures for Harel, Infomap and TT algorithms.

Data set label Algorithm YAGS SKLS MOD ASS
Harel 0.431 0.191 0.769 0.818

GE 1K Infomap 0.366 0.027 0.523 0.908
TT 0.442 0.428 0.862 0.908

Harel 0.367 0.091 0.609 0.941
GE 5K Infomap 0.385 0.046 0.518 0.655

TT 0.571 0.450 0.733 0.875
Harel 0.397 0.130 0.522 0.799

CC 10K Infomap 0.398 0.040 0.364 0.674
TT 0.632 0.425 0.789 0.823

Harel 0.384 0.133 0.526 0.798
TMP 10K Infomap 0.379 0.030 0.252 0.701

TT 0.613 0.394 0.894 0.928
Harel 0.503 0.165 0.556 0.595

Terr 10K Infomap 0.423 0.020 0.633 0.728
TT 0.665 0.383 0.874 0.899

tological structure of the analyzed textual objects. Results achieved by TT on

modularity (MOD) and assortativity (ASS) are encouraging. It achieves perfor-

mance values which are better than those achieved by the Harel and Infomap

algorithms, both designed to exploit the graph structure.

Topic-Topic network navigation

Topic-Topic network is navigated to discover useful details and relations between

the learned topics.

Figure 4.2 depicts the navigation of the Topic-Topic network associated with

the Terrorism core argument. Every node is associated with a topic: green

nodes are associated with topics related to the core argument, while red nodes

are associated with topics related to green nodes. An edge between topics

means that there are textual objects associated with both topics. The graph

is directed, since an edge from topic A to topic B means that textual objects

which are about topic A usually are also about topic B, but not viceversa. The

size of the edge is proportional to the number of textual objects that are about

the two topics.
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Figure 4.2: Topics Navigation.

In this example we assume there is interest in terrorism on public transporta-

tion. To better illustrate the navigation process, navigated topics are labeled

with the corresponding topic number. Topic 162 is one of the topics related to

the Terrorism core argument, and it seems to be also related to public trans-

portation. The analysis of pages related to this topic shows that it is about

the Sarin gas attack on the Tokyo subway in 1995. The topic is connected with

topic 158, which is about public transportation but not terrorism. Navigating

the graph we find several topics connected with this last one, and every one is

about a specific location or geographic area related to public transportation. In

the end we find that topic 80 is about India, and it is connected to one of the

most explicit topics about Terrorism, topic 97. In this way we have found a

navigation path that seems to be interesting for our purpose. In addition we

can further analyze this navigation path looking at the textual objects which

are about these topics with an additional graph (see Rossetti et al. (2014) for

more details).
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4.3 Tracking Hot Topics

The aim of this contribution is to study hot topics in text corpora. Hot topics are

extremely interesting for recommender systems because they identify popular

trends that must be separated from user interests. While a user can read news

articles on popular topics, he/she may be not interested in that topic, but read

it only to be updated on “general knowledge”. For instance, a popular topic

in 2011 was the British Royal Wedding: it is very likely that everyone read at

least one article about it, but this does not mean that a user is interested in

that particular topic.

4.3.1 Topic Models for Hot Topic Tracking

To analyze hot topics we exploit LDA (Latent Dirichlet Allocation) (Blei et al.,

2003) for the extraction of topics (concepts) from document corpora. The pro-

cess of topic extraction returns the probability distribution p(w|z) of the words

of the document corpora for each topic z and the probability distribution p(z|j)
of the topics for each document document j. The idea behind the use of LDA for

monitoring hot topics is to exploit the flow of information to identify situations

where topics that are more closely associated with contents become densely

populated. We can take this as a signal that the topic is undergoing a critical

phase and that the exchanged information may indeed contain key indicators

about possible changes and re-adaptations. Conversely, once we observe that a

topic has stabilized as far as the exchange of information is concerned, then we

can assume that it has also reached a stable state in its definition.

To achieve this, we need to plot the evolution of the measured probability of

each topic against time. Let us define t as the time frame considered, p(z|j) as

the probability of topic z given the judgment j, p(j|t) as the probability of judg-

ment j given the time frame t and Tj as a function that associates the judgment

j with the relative corresponding time frame. The empirical probability that an

arbitrary judgment j issued a time period t was about topic z is indicated with

p(z|t) and it is defined in Equation 4.3:

p(z|t) =
∑
j:Tj=t

p(z|j)p(j|t) =
1

C

∑
j:Tj=t

p(z|j) (4.3)

Since p(j|t) is the probability that the judgment is assigned to the time frame

t, that term can be substituted with 1/C, where C is the number of judgments
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in the time frame t. The function T can be parameterized to yield time intervals

corresponding to one month, two months, four months, six months and one year

periods.

As a note on related work, a somewhat similar equation has been applied

in Hall et al. (2008) with a different purpose, namely the statistical and quan-

titative reconstruction of the history of ideas in a variety of scientific areas,

with a case study on the evolution of research directions in computational lin-

guistics through the topic-based analysis of 12,500 articles published in major

international conferences in the field between 1980 and 2005. Chen et al. (2007)

addressed the notion of hot topic in a vein very similar to ours, but their formal

and computational treatment falls completely outside PTM and LDA, and in

fact is term-oriented rather than topic-oriented. It is important to note that

extensions of PTM, such as dynamic topic models (Blei and Lafferty, 2006b),

explicitly deal with topics evolution over time. In this case we are not interested

in topic evolution as an analysis of how the discussion evolves about a specific

topic over time, but we want to analyze topics that at a given point become

very popular and widely discussed. For this reason, the standard LDA is more

suitable.

4.3.2 Experiments

In order to show the ability of the proposed method to find hot topics we have

employed LDA to classify 20,600 rulings issued by the Italian Court of Cassation

in matters pertaining to labor law between 2009 and 2014. This period saw

several innovations of Italian labor law, some of which are attributable to the

implementation of European directives in the field, on topics such as contract

flexibility, apprenticeship contracts, project contracts and supply contracts. We

can therefore expect that processes, which typically involve businesses, trade

unions and workers as stakeholders, made possible by these innovations have

gone through a period of adjustment solved through the deliberating activity of

the Court of Cassation; this activity can in turn be reconstructed by tracking

hot topics within the corpus.

We ran LDA setting the number of topics to extract equal to 10, 20, 50,

100 and 200 in order to find the best granularity of topics. Domain experts,

namely labor lawyers, chose the 50 topics experiment as the best candidate and

specifically reviewed and graded the set of 50 topics. In all 18 topics turned

out to be good performers, 14 were considered noise with the remaining ones
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being somewhat uncertain. Of the 18 good performers a further selection can

be made by taking out 4 topics that are so close to the other ones to correspond

substantially to clones. Best performing topics are shown in Table 4.2.

Table 4.2: Best performing topics from the 50 topics extracted.
Best performing topics Relevant words

Transfer of business judge (giudice), convinction (convincimento), ev-
idence (prova), irregularity (irregolarit), company
(azienda)

Collective contract collective (collettivo), contract (contratto), agree-
ment (accordo)

Collective dismissal employees (dipendenti), union (sindacali), criteria
(criteri), mobility (mobilit), collective (collettivo)

Work injury injury (infortunio), liability (responsabilit), dam-
age (danno), insurance (assicurazione)

Dismissal for just cause contestation (contestazione), sanction (sanzione),
just cause (giusta causa), conduct (condotta), jus-
tified (giustificato)

Overtime work compensatory rest (riposo compensativo), damage
(danno), availability (reperibilit)

Journalistic job provision provision (prestazione), activities (attivit), jour-
nalists (giornalisti), nature (natura), guarantee
(garanzia)

Nature of the enterprise cooperative (cooperativa), family (familiare), tax
(tributario), administration (gestione), protection
(tutela), shareholder (socio)

Fixed-term employment con-
tracts at the Italian Post

contract (contratto), fixed-term (termine), Italian
Post (Poste Italiane), damage (danno)

Impact on severance indem-
nities of overtime work

overtime work (lavoro straordinario), indemni-
ties (trattamento), compensation (compenso), na-
tional collective labor contract (CCNL)

Notice and indemnity in the
agency contracts

contract (contratto), agent (agente), indemnity
(indennit), notice (preavviso)

Criteria of rotation in the ex-
traordinary wages guarantee
fund

extraodinary wages guarantee fund (CIGS), crite-
ria (criteri), rotation (rotazione), agreement (ac-
cordo), Fiat

European directive on trans-
fer of undertakings

transferee (cessionario), court of justice (corte di
giustizia), European (europea), directive (diret-
tiva), transfer (trasferimento), seniority (anzianit)

Duties and qualifications of
company directors

national collective labor contract (CCNL), qualifi-
cations (mansioni), category (categoria), speriore
(higher), director (dirigente)

The characteristics of a good performer, in the eyes of domain experts, can

be summarily characterized in the ability to identify concepts specifically at-

tributable to a particular legislative and / or decision-making context, e.g.

“collective dismissal / union agreement / selection criteria” or “rotation / re-
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dundancy funds / Fiat agreement”.

We have then applied Equation 4.3 to monitor the trends in the topics.

Topic “Dismissal for just cause” (the fifth from the top of Table 4.2) makes for

an interesting and a relevant case. The theme of the topic has been in fact

substantially revised by the most recent labor reform in Italy, which entered in

force in June 2012, among other things by introducing relevant modifications

in the process related to the retaining of workers by businesses, in particular

regarding so called small and medium enterprises (SMEs). We can therefore

expect that immediately after that the topic would heat up. This could be

related to the ability to make decisions on extant procedures, by taking into

account the new norms. As a confirmation to that, Figure 4.3 shows a peak in

the topic trend (probability evolution) during the second half of 2012, that on

a bimonthly split can be exactly located in September 2012. After this peaking

the topic progressively cools down, an indicator that the corresponding process

has for the time being readjusted and stabilized.

However, the topic “Dismissal for just cause” is not the hottest topic among

those that we have identified. In fact, the second last item from Table 4.2,

namely “European directive on undertakings”, is hotter. We can compare how

far hotter it is with respect to “Dismissal for just cause” by plotting the trends

of the two topics one against the other as in the graphic in Figure 4.4, where

we can also notice that the latter topic peaks up at its highest probability value

during the second half of 2011 and then resurges sharply again for a longer
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Figure 4.3: “Dismissal for just cause” topic evolution.
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period, encompassing most of the second half of 2012 and of the first half of

2013. It is in this period that the Italian Court of Cassation issued a number

of rulings that have become fundamental benchmarks in the Italian context for

the implementation of the European directive on transfer of a business (or of

a business unit). Topic “European directive on undertakings” is hotter as a

topic than “Dismissal for just cause” because the scope of “European directive

on undertakings”, that concerns companies of all sizes, and touches an issue of

foremost importance (sometimes decisive for the fate of thousands of workers),

is so much wider than the changes affecting the scope of “Dismissal for just

cause”, where the actors mostly concerned are SMEs and the dealt cases are

about individual workers. Eventually, as an example of a mid-flyer we can find

topic “Overtime work”, dealing with the theme of compensation for overtime

work, a subject that is well-known and established, but given its numerous

interpretations and social relevance, is bound to heat up from time to time,

with the Court of Cassation acting as an actor of arbitration and regulation for

the diverse options open in the execution of the processes.
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4.4 Learning CTBNC Using MapReduce

This section presents the MapReduce learning framework of two continuous time

Bayesian network classifiers (CTBNC): the näıve Bayes, and the tree augmented

näıve Bayes, described in Friedman et al. (1997). Since the full picture goes be-

yond the objectives of this Thesis, a simple description of the work is given.

Complete details can be found in Villa and Rossetti (2014). To the best of our

knowledge, continuous time Bayesian networks haven’t been applied to recom-

mender systems yet. However, in specific domains where the duration of events

is a critical feature, we think that CTBN can give a significant contribution.

4.4.1 CTBN and MapReduce

Continuous time Bayesian network

A continuous time Bayesian network is a graphical model whose nodes are finite

state variables in which the state evolves continuously over time, and where

the evolution of each variable depends on the state of its parents in the graph.

This framework is based on homogeneous Markov processes, but utilizes ideas

from Bayesian networks to provide a graphical representation language for these

systems (Nodelman et al., 2002).

Definition 3 Continuous time Bayesian network (CTBN), (Nodelman et al.,

2002). Let X be a set of random variables X1, X2, . . . , XN . Each Xn has a finite

domain of values V al(Xn) = {x1, x2, . . . , xI}. A continuous time Bayesian

network ℵ over X consists of two components: the first is an initial distribution

P 0
X, specified as a Bayesian network B over X, the second is a continuous time

transition model specified as:

• a directed (possibly cyclic) graph G whose nodes are X1, X2, ..., XN ;

• a conditional intensity matrix, Q
Pa(Xn)
Xn

, for each variable Xn ∈ X, where

Pa(Xn) denotes the parents of Xn in G.

Full details are provided in Villa and Rossetti (2014).

Continuous time Bayesian network classifiers

The continuous time Bayesian network model has been exploited to perform

classification, a basic task in data analysis that assigns a class label to instances
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described by a set of values, which explicitly represent the evolution in con-

tinuous time of a set of random variables Xn, n = 1, 2, . . . , N . These random

variables are also called attributes in the context of classification.

Definition 4 Continuous time Bayesian network classifier (CTBNC), (Stella

and Amer, 2012). A continuous time Bayesian network classifier is a pair C =

{ℵ, P (Y )} where ℵ is a CTBN model with attribute nodes X1, X2, ..., XN , class

node Y with marginal probability P (Y ) on states V al(Y ) = {y1, y2, . . . , yK},
and G is the graph, such that:

• G is connected;

• Pa(Y ) = ∅, the class variable Y is associated with a root node;

• Y is fully specified by P (Y ) and does not depend on time.

In this paper we focus on the continuous time version of two popular classifiers:

the näıve Bayes, and the tree augmented näıve Bayes, described in Friedman

et al. (1997). The first is the simplest classifier in which all the attributes Xn

are conditionally independent given the value of the class Y . This assumption

is represented by its simple structure depicted in Figure 4.5(a) where each at-

tribute (leaf in the graph) is only connected with the class variable (root in the

graph). Since the conditional independence assumption is often unrealistic, a

more general classifier has been introduced in order to capture the dependen-

cies among attributes. These dependencies are approximated by using a tree

structure imposed on the näıve Bayes structure as shown in Figure 4.5(b).

Learning in the MapReduce framework

We present the learning algorithms for continuous time Bayesian network clas-

sifiers in the MapReduce framework. Since structural and parameter learning

rely on the computation of the sufficient statistics, we present one map function

and one reduce function for both tasks. The primary motivation of using this

programming model is that it simplifies large scale data processing tasks al-

lowing programmers to express concurrent computations while hiding low level

details of scheduling, fault tolerance, and data distribution (Dean and Ghe-

mawat, 2008).

MapReduce programs are expressed as sequences of map and reduce opera-

tions performed by the mapper and the reducer respectively. A mapper takes

as input parts of the dataset, applies a function (e.g., a partition of the data),
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Figure 4.5: An instance of a continuous time näıve Bayes classifier (a) in which
all the attributes Xn are conditionally independent given the value of the class
Y ; and an instance of a continuous time tree augmented näıve Bayes classifier
(b) in which the dependencies among attributes are approximated by using a
tree structure imposed on the näıve Bayes structure.

and produces as output key-value pairs, while a reducer takes as input a list

indexed by a key of all corresponding values and applies a reduction function

(e.g., aggregation or sum operations) on the values. Once a reducer has ter-

minated its work, the next set of mappers can be scheduled. Since a reducer

must wait for all mapper outputs, the synchronization is implicit in the reducer

operation, while fault tolerance is achieved by rescheduling mappers that time

out.

The design of the learning algorithms is based on some basic patterns used in

MapReduce (Lin and Dyer, 2010). The main idea is to exploit the peculiarities of

the continuous time Bayesian network classifiers to parallelize the operations of

structural and parameter learning. Through appropriate structuring of keys and

values it is possible to use the MapReduce execution framework to bring together

all the pieces of data required to perform the learning computation. In our

case, the key-value pairs are constructed in order to encode all the information

relevant for the description of the classifier, i.e., the marginal probability of the

class, the structure, and the parameters associated with the structure.

We use the strips approach introduced by Lin (2008) to generate the output

keys of the mapper, instead of emitting intermediate key-value pairs for each
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interval. The mapper emits key-value pairs with text as keys and corresponding

maps as values. The MapReduce execution framework guarantees that all as-

sociative arrays with the same key will be brought together in the reduce step.

This last phase aggregates the results by computing the sufficient statistics and

the estimation of the parameters of the conditional intensity matrix and of the

Bayesian score. It is possible to further increase the performances by means of

the use of combiners.

The main task of the map function is to count the transitions and the relative

amount of time in the fully observed J-evidence-stream of each variable Xn

given the instantiation pa(Xn) of its parents Pa(Xn). In the case of structural

learning, every possible combination of parents for each node must be computed

subject to the constraint of the tree structure, while in the case of parameter

learning the structure G is defined as input. The task of the reduce function

is to provide the basic elements for the description of the classifier, namely the

class probability and the conditional intensity matrices.

As in Basak et al. (2012), we have tested the correctness of the algorithms

by comparing the results generated by MapReduce against sequential versions.

4.4.2 Experiments

We tested the proposed software in the parameter learning of a continuous time

näıve Bayes classifier and in the structural learning of a continuous time tree

augmented näıve Bayes. We made three types of experiments changing the

dataset size, the number of Hadoop nodes, and the number of attributes. We

compared the speedup of the proposed software versus the sequential version of

the algorithm described in Stella and Amer (2012). The dataset is composed of

a text file containing fully observed J-evidence-streams. These streams concern

to high frequency transaction data of the Foreign Exchange market (Villa and

Stella, 2014). Our tests are performed using M1 Large instances of Amazon

EMR, while the training and output data are stored in Amazon S3.

Increasing the dataset size

In the first experiment, we measure the performance of the MapReduce al-

gorithm in the case of parameter learning of a continuous time näıve Bayes

classifier. We use 1 Master instance and 5 Core instances against the sequen-

tial algorithm using only one instance. The dataset consists of 1 binary class
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attribute and 6 binary attributes. We increase the dataset size using 25K to

200K trajectories with step of 25K training samples to learn each classifier.

Figure 4.6(a) illustrates the learning time compared to the dataset size. The

figure shows the time taken by the algorithms and the regression lines which in-

terpolate the data points. Intuitively, the increase of the size of the training sam-

ples leads to increased training time because the MapReduce implementation

has a computational overhead, which with a little data led to bad performance.

Figure 4.6(a) shows that the MapReduce algorithm performs better than the

sequential algorithm also with the smallest dataset, but when the number of

trajectories increases, the gap between the two algorithms starts growing.

Figure 4.6(b) illustrates the speedup between the sequential and MapRe-

duce algorithms. The points were calculated according to this equation: Sp =

Ts/Tmr, where Ts is the sequential time and Tmr is the MapReduce time. As

the data size increases, the speedup grows quickly at the beginning, while it be-

come more stable when the data size is already big enough. For example, with

200K trajectories we have a speedup of about 3. In order to better understand

this trend, the figure illustrates the speedup between the two regression lines

(theoretical). This line shows very well how the speedup behaves in this case

with a logarithmic trend.
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Figure 4.6: Chart (a) shows the elapsed time for the sequential and MapReduce
algorithms with 5 nodes with respect to the data size in the case of CTBNC-
NB learning. It also show the regression lines which represents the trend of
the elapsed time used by the two algorithms. Chart (b) illustrates the real
speedup between the sequential and MapReduce algorithms versus its expected
theoretical value, in this case the speedup behaves with a logarithmic trend.
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Increasing the Hadoop nodes and the number of attributes

In the second experiment, we varied the number of Hadoop nodes to assess

the parallel performance of the MapReduce algorithm in the case of parameter

learning. As expected, increasing the number of Hadoop nodes significantly

reduces the learning time, but this reduction is not equal to the ratio between the

number of nodes. The real speedup is almost half the value of what theoretically

expected, since the Hadoop overhead affect the MapReduce algorithm.

In the third experiment, we measured the performance of the MapReduce

algorithm in the case of structural learning of a continuous time tree augmented

näıve Bayes classifier varying the number of attributes. The learning time grows

quadratically with respect to the number of attributes because we are testing the

structural learning part of the algorithms. In this configuration, every possible

parents combination given a variable is analyzed, for this reason we have two

inner loops ranging over the number of variables for the map function). The

quadratic coefficient of the polynomial regression for the MapReduce algorithm

is 67.18 against 420.18 of the sequential version.

Full details of the experiments are provided in Villa and Rossetti (2014).

4.5 Conclusions

We have shown how the application of topic models can provide a very effective

way to integrate knowledge distributed over multiple sources in large content

networks such as the Web. In this way distributed knowledge can both be clus-

tered and organized into networks of higher-level concepts through topic-topic

networks and navigated by creating object-object networks that link together

formerly unrelated text documents, e.g. Web pages. The networks created can

be exploited by a recommender system to discover useful links that connect user

interests to new concepts that can enrich user knowledge.

The other contributions are about the temporal dimension in recommender

systems. We have presented an interesting way to track hot topics in text

corpora and a case study on a labor law dataset has been shown. Finally, we

introduced continuous time Bayesian networks and the MapReduce framework,

two important assets that can be exploited to deal with the temporal dimension

and with Big Data.



Chapter 5

Analyzing User Reviews

with Topic Models

In this chapter a contribution to the algorithm component is presented. User

generated content in general and textual reviews in particular constitute a vast

source of information for the decision making of users. This chapter explores

different application scenarios for the topic model method to process these tex-

tual reviews in order to provide accurate decision support and recommendations

as well as to build a basis for further analytics.

5.1 Introduction

Web 2.0 applications transformed the Internet from an information source to

an opinion source (Dippelreiter et al., 2008; Schmallegger and Carson, 2008).

Every piece of information, whether it is a product offered in an online store

or a post in a social network, can be commented or rated in some way (Litvin

et al., 2008; Xiang and Gretzel, 2010). In an economy heavily based on customer

experience, such as tourism, individual decisions are strongly influenced by the

written evidences of the experiences others already made - a.k.a. reviews (Pang

and Lee, 2008; Zehrer et al., 2011; Ye et al., 2011).

From an IT perspective the automated exploitation of these opinions in order

to provide advice and decision support led to tremendous research efforts in fields

such as Machine Learning (ML) and Semantic Web (SemWeb). ML focuses on

the construction and study of models that learn regularities and patterns from

63
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known data in order to best possibly predict unknown data without a principal

need to understand the semantics of the data. In contrast SemWeb focuses

on capturing and modeling the semantics of the data on the web and tries to

derive “unknown data” by principles of reasoning and logics. In this chapter

we propose the application of the topic model method (Blei et al., 2003) to

the task of analyzing user reviews. The topic model method is an approach

that is clearly rooted in statistical ML and automatically extracts sets of terms

with a coherent meaning (called topics) from document corpora such as reviews.

Thus, although the method is agnostic of the semantics of the terms occurring

in the documents themselves it automatically groups those terms where most

presumably semantic ties exist between them. Therefore, it has the potential

to, at least partly, bridge the gap between the two aforementioned principal

research directions towards processing the data harvested from the Web.

The aim of this chapter is to explain the topic model method and describe

its applicability to the tourism domain. Furthermore, we extend the method to

derive interpretable user and item models that can be analyzed and exploited

for deriving predictions and recommendations. In Section 5.2 we illustrate our

contributions with a motivating example and continue with a more technical

description. In Section 5.3 we present empirical evidence for the practical util-

ity of our propositions by giving results from experimental evaluations, while

in Section 5.4 the results obtained are discussed and future developments are

planned.

5.2 The Topic-Criteria model

5.2.1 Motivating Example

The work presented in this chapter is motivated by the idea that reviews express

different viewpoints or dimensions of the experience that a user made with an

item and therefore extracting and interpreting these dimensions can be exploited

to increase the accuracy of systems that automatically process these reviews in

order to improve users’ experience on such platforms or to extract some form of

business value from this review data. In the following we illustrate the propo-

sitions of this chapter with a fictitious example on reviews on accommodation

services. Let’s assume Alice is a young woman who likes to travel around on a

budget. She wrote the following two reviews on hotels she stayed at:

Hotel 1: The hotel was right in the center of the cityL, at walking



5.2. The Topic-Criteria model 65

distanceL from the city centerL! Huge breakfastF with nice foodF ! Rat-

ing: 5

Hotel 2: I stayed in this hotel with my friends, the room was cheap, but the

showerR was broken and the mattressR was very hard! Rating 2

From these reviews we can get an idea of Alice’s taste and the “topics” she

cares about, when staying in a hotel. In the literature a topic model (TM)

(Blei, 2012) is a statistical machine learning approach that tries to extract the-

matic information from large corpora of natural language documents. Topics

are defined as sorted lists of words with a coherent semantic meaning that can

be extracted from documents. In Table 5.1 we provide examples for such lists

of terms.

Table 5.1: An example of potential topics extracted from hotel reviews.
Topic Topic Topic Topic

Location Food Rooms Business
walking distance breakfast Shower executive lounge

station Service bathroom floor
city center restaurant tub executive floor

metro bar bed hilton
close food tv conrad

Now Alice’s reviews can be mapped on these (pre-extracted) topics based

on what she mentioned in the reviews. Note, that we are building user profiles

solely based on the content of the user’s reviews that indicates what are the

topics the user likes to talk about and ignore the specific rating values. In this

small example Alice seems to care about the topics Location, Food and Rooms

because the conditional probability of occurrence of the terms related to these

topics are rather high in her reviews.

Another hotel (Hotel 3) received the following reviews from different users:

User 1: The staff in the executive loungeB is very professional and the

locationL is very closeL to the metro stationL. Rating: 5

User 2: The room was nice, with a flat tvR, but the breakfastF was so

poor! I didn’t have enough foodF . Rating 3

Now, given these reviews and ratings, we can compute scores for each topic

and map items and users in the same “topic” space. Based on these two re-

views the Hotel 3 might achieve a high rating w.r.t. the topics “Location” and

“Business”, but only a low one for “Food” and “Rooms”.

How can the tourism domain benefit from applying this approach? First,
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when Alice is looking for a hotel recommendation, the item profile of Hotel 3

can be matched against Alice’s profile in order to check if this item would be

a plausible proposition. As Alice is, amongst others, interested in the topics

“Food” and “Rooms” on which Hotel 3 is not scoring high on it might not be a

formidable recommendation.

Second, the automated extraction of topics and the building of item profiles

with scores on each topic is an opportunity to assess the strengths and weak-

nesses of each item as they are perceived by the users. This way item profiles

based on collected reviews allow tourists to compare different service providers

as well as provide a source for business analytics for management.

Third, based on analysis of what the user is writing we can estimate the

rating the user would probably assign to the item. Such a scenario could either

help to make rating values more consistent with reviews or enables a business

analytics application to derive numeric scores from text, where no rating value

is given (e.g. in posts on social networks or email feedback).

In this chapter we propose the Topic-Criteria (TC) model, which exploits

the topic model method to extract latent features from textual reviews and dis-

cuss its application for several application scenarios in tourism. The difference

between this approach and other approaches which use or extend topic model

methods for Recommender Systems is that in this case the classic LDA is applied

to process reviews and the extracted topics are exploited to define user and item

profiles. This particular step makes the method very intuitive in its formulation

as well as in the meaning of the computed information. Let us define R to be

the set of ratings, and D to signify the set of textual reviews. rij is the rating

given by user i to item j, while dij is its associated review. For simplicity, let

Ri be the set of ratings given by user i, while let Rj be the set of ratings given

to item j. The analogous notation is defined for reviews, i.e. Di denotes the set

of reviews given by user i and Dj reviews about item j. The probability of the

topic z given the document dij is indicated with P (z|dij). Finally, we reserve

the letter i to indicate users, j to indicate items and Z to define the number of

topics. The user profile is constructed by aggregating the topic distributions of

all the reviews written by the user, without considering the associated ratings.

The main idea is that to profile a user we are only interested about what aspects

of an, for instance, accommodation the user writes. Therefore, the user model

consists of those topics that the user seems to care about in her/his reviews.

The rating values are not needed for this purpose. The user profile is computed

by aggregating the topic distributions of the user’s reviews, as shown in Figure
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5.1. The user profile (UP) for user i is a numeric degree on each topic z (from

1 to Z) that defines the relevance of topic z for user i (see Equation 5.1).

UP (i, z) =

∑
dij∈Di

P (z|dij)
|Di|

(5.1)

0 

1 

0 

1 

0 

1 

0 

1 

Figure 5.1: User profile creation from topic distributions.

Item profiles are built by using both: topic distributions and numeric ratings,

because the topics signify the aspects the user cared about in her/his review

and the rating values indicate how satisfied the user was with respect to these

aspects. Thus, the main idea is that if an item has reviews that frequently

mention a specific topic, we have to consider the ratings to understand if this

topic is a strong or a weak point of this item. The item profile can be built

as a numeric score from 1 to 5 for each extracted topic aggregating the topic

distributions and the related ratings, as illustrated by Figure 5.2. As in the

previous case, the item profile (IP) for item j can be computed as defined in

Equation 5.2

IP (j, z) =

∑
dij∈Di

P (z|dij) ∗ rij∑
dij∈Di

P (z|dij)
(5.2)

Since user profiles define the interest of the users in different topics and

item profiles indicate how well an item does with respect to each topic, the
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Figure 5.2: Item profile creation from topic distributions and ratings.

combination of both profiles should allow us to estimate a user rating for an

unseen item. The match between a user and an item profile is computed by

the sum of the products for each topic, as defined in Equation 5.3. In order

to improve the prediction accuracy of the approach, a topic weight is added to

assign more value to those topics that are more influential for the estimation of

rating values.

rij =

Z∑
z=1

UP (i, z)IP (j, z)wz (5.3)

These weights are optimized by minimizing the loss function with the gradi-

ent descent approach, as shown in Equation 5.4. Note that λ is a regularization

parameter that punishes more complex models in order to avoid data overfitting.

min
w

∑
rij∈R

(
rij −

Z∑
z=1

UP (i, z)IP (j, z)wz

)2

+ λ ‖w‖2F (5.4)

In this chapter we propose three different application scenarios for our approach

and provide empirical evidence based on available data:

1. Rating Prediction and Recommendation: User profiles represent
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the degree of interest of users in extracted topics. Item profiles express

an item’s scoring on each topic. Thus, the match between both profiles

indicates how appropriate an item might be for a user.

2. Analytics and Interpretation: The topic model method provides a nat-

ural characterization and interpretation of user and item profiles. When

interpreting (selected) topics as item features or characteristics a system

can transparently display to a user the model that is internally used for

personalizing content. Furthermore, items can be compared to each other

from several perspectives as if multi-criteria ratings from users would be

known, where each item is assessed according to different dimensions such

as quality of service, value for money, rooms, cleanliness or location (Jan-

nach et al., 2014).

3. Suggest Ratings for Review: The proposed approach can also be ex-

ploited to suggest a rating given a textual review and a user profile. For

instance, the system can propose a rating given what the user is writing

in the review, or assess the coherence of the review and the rating given

to the item.

5.3 Empirical evaluation

For assessing the proposed approach in the three scenarios two datasets were

used: the Yelp1 dataset and the TripAdvisor2 dataset. The Yelp dataset is

provided by Yelp for the Yelp Dataset Challenge3 and it contains reviews and

ratings given by users of the Yelp website to business activities, mainly restau-

rants. The TripAdvisor dataset (Jannach et al., 2014) was crawled from the

popular website and it contains reviews about hotels in different cities. The Tri-

pAdvisor dataset contains also more fine-granular user feedback that not only

encompasses an overall rating but also ratings on more specific dimensions such

as value for money, cleanliness or rooms. In order to experiment with different

levels of data sparseness (i.e. the share of unknown entries in the full user-item

rating matrix) we identified data subsets that have at least n known ratings

for each user and each item. This processing leads to the datasets described in

Table 5.2.

1www.yelp.com
2www.tripadvisor.com
3www.yelp.com/dataset challenge
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Table 5.2: Dataset summary.
YELP-5-5 YELP-10-10 TA-3-3 TA-5-5

#Users 9382 3802 13048 1850
#Items 3733 2413 12342 1774
#Ratings 145735 101416 83395 14656
Sparsity 0.0042 0.0111 0.0005 0.0045

5.3.1 Scenario 1: Rating Prediction and Recommendation

The rating prediction accuracy was evaluated with the classic ML measure, the

Root Mean Squared Error (RMSE).The proposed model was tested without con-

sidering topic weights (TC) and alternatively optimizing topic weights (TC-W).

In the TC-W method we also kept track of the user average rating, subtracting it

from the original rating in Equation 5.2 and adding it to the estimated rating in

Equation 5.3. TC and TC-W were evaluated against three classic Collaborative

Filtering (CF) algorithms: the K-Nearest Neighbor User Based (KNN-UB), the

K-Nearest Neighbor Item Based (KNN-IB) and the Probabilistic Matrix Fac-

torization (PMF). Neighborhood models, also known as memory-based models,

are the most common approach to CF (Herlocker et al., 1999). In the user based

case the idea is to suggest items which are liked by users with similar tastes,

while in the item based one the system recommends items similar to the items

liked by the user (Sarwar et al., 2001). Probabilistic Matrix Factorization (Mnih

and Salakhutdinov, 2007) is a model-based approach which tries to factorize the

user-item matrix with a probabilistic perspective. Although several extensions

of this model have been developed, the classic PMF is still a good baseline for

the CF.

Table 5.3: RMSE values for the different methods on the four datasets.
Algorithm YELP-5-5 YELP-10-10 TA-3-3 TA-5-5
KNN-IB 1.0709 1.0249 1.0531 0.9601
KNN-UB 1.1088 1.0424 1.0715 0.9447
PMF 1.0956 1.0389 1.0373 0.9946
TC 1.0706 1.0247 1.0625 0.9719
TC-O 1.0599 0.9955 1.0916 0.9776

Table 5.3 shows RMSE values for the baselines and the two TC models. The

proposed approach achieves a RMSE comparable to the classic CF approaches:

on the YELP datasets the TC models achieve lower RMSE values than CF

approaches, while on the Tripadvisor datasets they are not able to perform
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so well. However, the advantage of the approach does not solely lie in being

as accurate as or slightly better than other CF approaches, but in employing

user models that are only based on review content and therefore offer ways

to be made transparent to users or better explain users why a specific item is

recommended.

5.3.2 Scenario 2: Analytics and Interpretation

The approach can be used to explain which topics are important to users or

to analyze where the relative strengths and weaknesses of items are lying when

compared to each other. Based on the Tripadvisor dataset we identified exem-

plary topics that can be related to the dimensional rating values. For instance,

in case of low rating value for the “cleanliness” dimension, the topics associ-

ated with that dimension can provide hints about the reasons. On the other

hand, in case of high ratings we can explore which topics the users particu-

larly appreciated. To find which topics are important for a particular rating

dimension we performed a non-parametric test to compare the overall rating

distribution and the rating distribution of the top-k reviews strongly associated

with a topic. A test rejecting the null hypothesis means that the presence of the

topic has a positive (or negative) impact on the rating. We applied a two-sample

Kolmogorov-Smirnov test with significance level equal to 5%.

Table 5.4: Illustrative examples for selected Topics related to multi-criteria
dimensions.

Topic related to..
Cleanliness in reviews on Business in reviews on

Orlando hotels New York hotels
dirty mold bugs smelled smell filthy internet access wireless internet

carpet musty stained disgusting business center computers
bed bugs black mildew moldy stains free wireless business boarding

bites dust musty smell refund gym center print free internet access

Table 5.4 shows two illustrative examples of topics strongly correlated with a

rating dimension. For this analysis we split reviews based on a specific destina-

tion for the purpose of reducing the fragmentation of topics. Other subsamples

can be extracted dividing the reviews by specific hotels or other tourism items

or by user segment such as “senior couples” or “families on a budget” in analogy

to Jannach et al. (2014).
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5.3.3 Scenario 3: Suggest Ratings for Review

The third scenario refers to the ability of our approach to predict a rating given

the textual review, for instance, interactively when the user just entered the

review text. Such approach can be used to propose a rating right after the user

finished writing his/her review. To estimate the rating of a review, topics are

extracted from the text and the topic distribution is multiplied with the item

profile in order to estimate the rating. Since the CF methods considered in

Scenario 1 cannot predict ratings based on textual input, we only compute ac-

curacy results RMSE for our proposed methods (see Table 5.5). It is interesting

to notice that the RMSE values are only slightly higher than the ones already

obtained for Scenario 1. The small difference can be explained by the fact that

a user profile is more informative (aggregates several reviews) than the topic

distribution of the single review and therefore it better represents user’s inter-

ests. Even in this Scenario the TC method without optimized weights achieves

a lower RMSE on the Tripadvisor datasets.

Table 5.5: RMSE values for the Scenario 3.
YELP-5-5 YELP-10-10 TA-3-3 TA-5-5

TC 1.0718 1.0258 1.0663 0.9783
TC-O 1.0600 0.9976 1.0932 0.9826

5.4 Conclusions

This chapter explores the application of the topic model method in the tourism

domain. The chapter’s contribution is twofold; first, a novel Topic-Criteria is

proposed that includes a novel way to model users based on their usage of

different topics in their textual reviews that discloses their preferences or the

criteria which they deem to be important for assessing a tourism product or

service. In addition, also items are modeled by a rating for each topic that

indicates how well they are performing with respect to each topic in the eyes

of their customers. Such an approach shows not only the potential to increase

the accuracy of different prediction mechanisms due to the exploitation of the

content from textual reviews, but it also promises to deliver additional seman-

tics and meaning when analyzing the big heaps of data that are continuously

collected in present time. Second, we also contribute empirical evidence for the

practical relevance of the proposed technical approach by describing the three
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usage scenarios: Rating Prediction and Recommendation, Analytics and Inter-

pretation and Suggest Ratings for Review and exploiting available datasets to

compute the prediction accuracy of the approach. It remains to note, that the

presented results constitute only a first step of our work agenda that will include

hybridizing the method with other well-known techniques and developing the

application scenarios further. Another possible extension of this work can be the

application of the supervised LDA machine learning technique (Mcauliffe and

Blei, 2008) selecting reviews as learning input based on user features or rating

values. In this way the identification of topics will be guided by predefined cri-

teria such as rating dimensions and will therefore be even better interpretable.

Finally, another extension can also be the joint application of topic model and

sentiment analysis (Lin and He, 2009) in order to extract topics explicitly based

on the sentiment.
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Chapter 6

Explaining Latent Factors

with Topic Models

In this chapter a contribution to the interface component is presented. Latent

factor models have been proved to be the state of the art for the Collaborative

Filtering approach in a recommender system. However, latent factors obtained

with mathematical methods applied to the user-item matrix can be hardly in-

terpreted by humans. In this chapter we exploit topic models applied to textual

data associated with items to find explanations for latent factors. Based on the

MovieLens dataset and textual data about movies collected from Freebase we

run a user study with over a hundred participants to develop a reference dataset

for evaluating different strategies towards more interpretable and portable latent

factor models.

6.1 Introduction

Recommender systems help users to identify items of interest from large collec-

tions, such as, for instance, books, movies or tourism services (Jannach et al.,

2010; Ricci et al., 2011). Matrix factorization (MF) techniques that reduce

the dimensionality of the input space by identifying latent factors have be-

come popular methods. However, the portability of such parameterized models

is rather low, i.e. the extent to which a model trained on a specific dataset,

for instance, from the movie domain can be applied to another dataset with

new movies and/or new users. Furthermore, it is hard to explain users how

75
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a specific recommendation has been derived and why it matches to their pre-

sumed preferences when following a white-box explanations strategy (Friedrich

and Zanker, 2011), i.e. their interpretability is rather low as opposed to explicit

knowledge-representation formalisms such as constraints or logic.

The goal of this chapter is therefore to explore ways towards attaching se-

mantics to the latent factors of a matrix factorization model, such that (parts

of) these models can be applied to new users (i.e. users without or with only

few known ratings) or can be exploited for explaining their recommendations.

Typically, the parameters of matrix factorization models are determined based

on single a optimization criterion such as minimized error rates. However, devel-

oping algorithms that would focus on a model’s portability and interpretability

requires an appropriate data set.

This chapter therefore constitutes a first step towards this direction by mak-

ing the following contributions:

1. Acquisition of a dataset with unary ratings via a user study that can

serve as ground truth for the development of portable and interpretable

MF models.

2. Empirical results on identifying topic related factors and predicting topical

interests of participants in our user study.

The chapter is organized as follows. First, research questions and design are

presented in Section 6.2. Section 6.3 details the implementation of applied tech-

niques, while Section 6.4 gives empirical results. Finally, Section 6.5 discusses

our findings.

6.2 Research Questions and Design

The goal of this work is to contribute to the development of better interpretable

and portable latent factor models. Different application scenarios in the field of

business intelligence and analytics would benefit from research progress into this

direction, however this chapter focuses on the domain of movie recommendation

as a first step. This work is based on the assumption that the textual description

of movies, i.e. the movies’ content, explains at least some share of a user’s movie

preferences. More specific research questions guiding this work are:

1. RQ1: Given the latent factors from a factorized ratings matrix, how can

those latent factors be identified that are related to the items’ content
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Figure 6.1: Design of the Research Approach.

description?

2. RQ2: Do MF models, consisting of better interpretable factors, produce

more accurate topic predictions?

As an initial approach towards addressing the aforementioned research questions

the authors initiated the collection of a dataset that can serve as ground truth

for further research. Based on the set of movies rated in the MovieLens 1M

dataset we started a user study with Alpen-Adria University students in order

to collect users’ preference information about the aforementioned movies and

users’ preferences with respect to movies’ content. Figure 6.1 roughly outlines

the research design. From MovieLens 1M dataset with around million ratings

latent factors capturing common variances in the data have been derived (Step

1). Second, from movies’ content description the most predominant topics are

extracted (Step 2). After that, latent factors and topics are combined to address

the research questions (Step 3). To evaluate the research questions a dataset is

collected, where users not only disclose their movie preferences but also select

those topics that best describe their interest in movies (Step 4). Finally, the

research questions are evaluated against the collected data (Step 5).
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6.3 Implementation

Let Mml be the number of users in the MovieLens dataset. Futhermore, let N ,

F and K be respectively the number of movies, latent factors and topics.

6.3.1 MovieLens Non-negative Matrix Factorization (Step

1)

Numerical experiments have been performed on the MovieLens 1M dataset.

This dataset contains 1,000,209 ratings from 6,040 users and 3,706 different

movies. Ratings are integer values from an ordinal scale ranging from 1 to

5, where 1 is the worst and 5 is the best feedback. A preprocessing step was

necessary to transform this data into unary user feedback representing only likes

judgements. Based on the average rating value for each individual user only 4

and 5 ratings that are equal or greater than the user’s average rating score were

transformed into unary like statements. After removing users and movies with

no single remaining rating value the dataset consisted of 6,038 users and 3,086

movies. In addition content information about movies was required as will be

explained in the next subsection. Therefore, the number of considered movies

was actually further reduced to Mml=3,077.

This transformed MovieLens dataset has been used to build a matrix Rml.

The Alternating Least Squares non-negative matrix factorization (Paatero and

Tapper, 1994) algorithm was applied to decompose Rml into Uml and V , such

that Rml ≈ (Uml)>V . These matrices contains non-negative real values, which

indicate the importance of a latent factor for a user or a movie.

6.3.2 Topic Extraction from ML Movies (Step 2)

The dataset to be used for topic extraction from ML movies was built by ex-

ploiting FreeBase. Unstructured data about more than three thousand movies

matching with FreeBase items was collected and movies that could be matched

with FreeBase items were removed.

As the textual description of movies contains proper names about actors,

directors, characters, organizations and places, named entity recognition was

applied in a preprocessing step. The identified named entities were not split

into tokens but considered as single terms in the topic extraction step. We also

addressed the co-reference problem by exploiting the aliases offered by FreeBase

to transform different instances of the same entity into a standard form. As an
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example, all the occurrences of “Walt Disney”, “Walter Elias Disney”, “Mr.

Disney” and so on, were transformed into the standard entity “Walt Disney”.

The choice of the optimal number of topics in this range, was guided by

the consideration that a high number of topics could bother the user in the

evaluation phase. For this reason we set the number of topics equal to K = 30,

which seemed to be a good compromise between topics’ granularity and the

cognitive effort of users in order to select the appropriate topics. The LDA

algorithm provides for every movie its’ probability distribution over topics. This

set of probability values can be represented as a vector θj ∈ RK . This vector is

strictly non-negative, 0 ≤ θjk per k = 1, . . . ,K, and sum to 1,
∑K
k=1 θjk = 1.

All the probability distributions of movies have been organized as rows of the

matrix θ, which by construction is a stochastic matrix.

6.3.3 Combine latent factors and topics (Step 3)

The matrix V contains non-negative real values, which measure the strength

between movies and latent factors. We divide each element of the matrix by the

corresponding row sum to transform it into a stochastic matrix. The interpreta-

tion of such transformation is that a row of the normalized V matrix expresses

the probability distribution of the movies given a latent factor.

The matrices V and θ are both stochastic matrices and could now be com-

bined to associate latent factors with topics.

Ψ = V θ (6.1)

The element Ψfz of the matrix Ψ is the probability of the topic z for the latent

factor f (Equation 6.2).

P (z|f) =

N∑
j=1

P (z|j)P (j|f) = Ψfz (6.2)

The computation of matrix Ψ is based on latent factors. However, it is obvious

that not all latent factors can be explained by textual features. Therefore,

we ranked latent factors with respect to topic sparsity. The rational for this

being that a factor which is strongly associated with few topics is probably the

one which can be fruitfully explained by textual features. On the opposite,

if a factor has a uniform distribution over all topics, it is very likely it has a

low association degree with textual features. To evaluate the sparsity of the
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distribution of latent factors over topics we used the Gini index, as described in

Hurley and Rickard (2009). The general formula of the Gini index for a vector

c, in which the components are in increasing order c1 ≤ c2 ≤ ... ≤ cN , is defined

in Equation 6.3. Such index ranges in the [0..1] interval, where 0 indicates an

homogeneous distribution and 1 indicates a concentration on only a single value.

S(c) = 1− 2

N∑
k=1

ck
‖c‖1

(
N − k + 1

2

N

)
(6.3)

The Gini index for every factor was computed and latent factors were ranked

based on such values.

6.3.4 Collection of Survey Data (Step 4)

To evaluate how well the latent factors’ distribution over topics helps in expla-

nations, we collected user data with a specifically designed and implemented

web application. We invited movie aficionados from Alpen-Adria University’s

(aau) mailing list to browse the platform and select their favorite movies among

those forming the MovieLens dataset, as shown in Figure 6.2. Participants are

Figure 6.2: Likes collection web interface.

incentivized to disclose their true preference as there is a lottery where partic-

ipants can win DVDs of movies they like. After the movie selection phase, the

user is asked to select which topics, under his/her judgment, best describe their

movie preference. Topics are represented as tag clouds, with the dimension of
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the tags being proportional to the probability value of topics over words. The

collected poll data allowed to extract two binary matrices, Raau, and T , which

contain the selected movies and topics for Maau users. We define the collected

dataset as the AAU dataset.

6.3.5 Evaluation (Step 5)

Matrix Raau allows to map every user to the latent factor space which has been

computed from the MovieLens dataset (Equation 6.4).

Uaau = V (Raau)> (6.4)

The matrix Uaau projects a user into the factor space of the MovieLens dataset.

This mapping can be exploited for two purposes: predict ratings for unseen

items and associate every user with topics.

The matrix Uaau can be multiplied by the matrix V to predict movies for

users, which leads to the matrix R̂ (Equation 6.5).

R̂AAU = (Uaau)>V (6.5)

A threshold value can be applied to R̂AAU to compute the recommendation

lists.

Once a user is mapped to the latent factor space, the matrix Ψ can be used to

explain his/her preferences in term of topics. Similarly to what we have already

done before, we normalize the matrix Uaau by dividing each element by the

column sum. Each column of Uaau can be interpreted as the user probability

distribution over latent factors. The product of matrices Uaau and Ψ lead to

the matrix T̂ , which represents user preferences in terms of topics expressed

through latent factors (Equation 6.6).

T̂ = (Uaau)>Ψ (6.6)

This matrix can be compared with the matrix T , which contains real user pref-

erences about topics expressed on our poll platform.
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6.4 Evaluation

6.4.1 Evaluation Methods

Predicting if a user likes a movie or has a preference for a specific topic are bi-

nary decision problems. Therefore, we compute Precision and Recall values for

all levels of recommendation list lengths to evaluate the quality of the prediction

models. The Area Under Precision-Recall Curve aggregates these Precision and

Recall values and should not be mistaken as AUC, that is the area under the

curve in ROC space, where the False Positive Rate is plotted against the True

Positive Rate. See Davis and Goadrich (2006) for a discussion on the relation-

ship between both curves. However, Precision and Recall do not consider the

rank of correctly predicted items in a recommendation list. Therefore, Normal-

ized Discounted Cumulative Gain measures the ranking quality and normalizes

for different lengths of recommendation lists. Such measures are described in

Subsection 2.4.1.

6.4.2 Datasets

Table 6.1 shows summary statistics for the MovieLens 1M dataset and the AAU

dataset.

Table 6.1: Summary statistics for the MovieLens 1M and the AAU datasets.
ML AAU

Users 6,038 107
Likes 491,072 14,644
Min 1 14
Max 1,092 601
Average 81.33 136.86

In order to probe for the portability of the latent factor model from the

MovieLens 1M dataset to the participants of our user study we computed AUPR

on the MovieLens 1M dataset applying 10 folds-cross validation on users, where

the all-but-one approach was applied to the validation fold. In the next step, the

MovieLens MF model was applied to the AAU dataset, where the full MovieLens

1M dataset was used for training and all AAU data for testing. As can be seen

from Table 6.2 AUPR values are smaller for the AAU dataset compared to the

MovieLens, as we would expect due to the different user populations (online

movie enthusiasts from the US vs. Austrian university students) with different
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demographics and collected approximately 12 years later.

Table 6.2: AUPR of MF with different factors on MovieLens 1M and AAU
dataset.

Factors MovieLens AAU
20 0,3737 0,2879
30 0,3808 0,2936
40 0,3786 0,2997
50 0,3724 0,2962
60 0,3661 0,2890
70 0,3590 0,2882
80 0,3523 0,2839
90 0,3477 0,2852

100 0,3423 0,2793

This assumption that more ratings per users lead to better accuracy results

for AAU users when applying the MovieLens latent factor model is supported

by the following observation. We split the dataset into three strata based on

the AUPR error rate for each user, where Stratum 3 contains one third of all

users with the highest AUPR values and Stratum 1 with the lowest. Table 6.3

gives descriptive statistics on these three subset of the AAU data. It is evident

that the number of known likes drives accuracy and thus division into the three

strata.

Table 6.3: Descriptive statistics for the three strata of the AAU dataset based
on AUPR.

Stratum 1 Stratum 2 Stratum 3
Users 36 36 35
Likes 2,131 4,571 7,942
Min 14 47 29
Max 188 335 601
Average 59.19 126.97 226.81

6.4.3 Results

As outlined in subsection III our research follows the goal to identify latent

factors that are related to topics. Consequently, we present results on topic

prediction and show empirically how latent factors are related to topics. As

a first step into this direction we applied the Gini index (Hurley and Rickard,

2009) to rank latent factors by their nonuniformity of their distribution over
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topics. For instance, Table 6.4 exemplifies Factor 11 as a good match between

latent factor and topics. The table gives the best three topics and the best

10 movies for Factor 11 and the three most probable topics for each movie

according to the topic model approach. It becomes obvious that a user scoring

high with respect to Factor 11 should have an interest in cartoons and Disney

productions. Knowing this relationship between latent factors and topics would

allow a recommendation system to explain its users why a specific item has been

proposed or could enable recommendations to users without any rated items but

known topical preferences.

Table 6.4: Factor 11
Topics

3 4 7
animated script musical

disney production adapted
feature success awards

walt disney budget picture
classics action version

animation reviews selected
walt filming broadway

musical wrote culturally
walt disney pictures television documentary

video character german

Movies Topics
Lion King, The (1994) 3 6 4
Aladdin (1992) 3 4 7
Snow White and the Seven Dwarfs (1937) 3 7 11
Little Mermaid, The (1989) 3 6 5
Cinderella (1950) 3 28 9
Mary Poppins (1964) 3 7 6
Lady and the Tramp (1955) 3 12 9
Fantasia (1940) 3 5 4
Dumbo (1941) 3 5 19

In order to investigate if the Gini coefficient is apt for distinguishing between

topic-related latent factors and other latent factors we ranked factors according

to the Gini index and split them into four quartiles. Note, that based on the

sensitivity analysis of accuracy results we decided to use the MF model with 40

latent factors (F = 40). When using these latent factors from the MovieLens

dataset to predict the topic preferences of our AAU users, we hypothesize that

1. ...applying only higher ranked latent factors based on the Gini-coefficient
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should lead to higher accuracy in topic preference prediction.

2. ...for users with higher AUPR results for movie prediction also topic pre-

diction should be more accurate.

As can be seen from Table 6.5 both hypotheses are supported by the results

of our offline computations on the AAU dataset. nDCG is consistently higher

when exploiting only the top-ranked latent factors according to the Gini index

(Hypothesis 1). Second Stratum 3 scores always higher than Stratum 1 and 2

(Hypothesis 2). Stratum 3 consists only of the top tier of study participants

according to AUPR accuracy when predicting their movie preference.

Table 6.5: nDCG on topic predictions for the three strata with all latent factors
and with the top 75%, the top 50%, and the top 25% of topic-related factors.

All LF Top 75% LF
S1 S2 S3 S1 S2 S3

1 0.0833 0.1111 0.2571 0.1944 0.1667 0.2571
2 0.1667 0.2639 0.4000 0.2083 0.3194 0.4714
3 0.2233 0.3005 0.4582 0.2816 0.3294 0.4577
4 0.2711 0.3413 0.4758 0.3117 0.3573 0.4616
5 0.2915 0.3553 0.4593 0.3141 0.3845 0.4745
6 0.3071 0.3623 0.4626 0.3275 0.3881 0.4836
7 0.3177 0.3638 0.4600 0.3394 0.3854 0.4711
8 0.3250 0.3843 0.4579 0.3456 0.3962 0.4662
9 0.3410 0.3909 0.4610 0.3617 0.4133 0.4692

10 0.3588 0.3973 0.4672 0.3806 0.4199 0.4861
Top 50% LF Top 25% LF

S1 S2 S3 S1 S2 S3
1 0.2778 0.2222 0.2571 0.5278 0.5278 0.4571
2 0.3611 0.3611 0.5286 0.3472 0.4167 0.5429
3 0.3466 0.3744 0.5012 0.3293 0.4367 0.5805
4 0.3419 0.3782 0.5164 0.3317 0.4163 0.5512
5 0.3513 0.3894 0.5019 0.3422 0.4124 0.5325
6 0.3539 0.4038 0.5153 0.3403 0.4199 0.5289
7 0.3642 0.4037 0.5044 0.3571 0.4234 0.5306
8 0.3712 0.4066 0.4896 0.3735 0.4331 0.5321
9 0.3952 0.4256 0.5104 0.3864 0.4423 0.5319

10 0.4138 0.4379 0.5150 0.3942 0.4498 0.5335

6.4.4 Limitations and Future Work

The empirical results contribute to answering the first research question for-

mulating in subsection III. However, as suggested in the chapters’ title, these
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results constitute only a first step towards explaining latent factors with topics

and additional work will have to be pursued. For instance, we will apply differ-

ently parameterized MF models with varying degrees of interpretable factors to

new user situations in order to research on RQ2. Furthermore, we plan to con-

sider additional external knowledge sources besides movies’ content description.

Finally, varying the number of topics extracted from the content description

and presenting the generated explanations to users is part of the authors’ future

work.

6.5 Conclusions

The chapter constitutes a first step towards (partly) explaining latent factors

that are derived from a factorization of a user-item ratings matrix with topics

learned from content descriptions. An interesting dataset for further develop-

ment has been contributed and the Gini index was proposed to rank latent

factors according to their nonuniformity of their probability distribution over

topics. An evaluation of the dataset confirmed our hypothesis that higher-

ranked latent factors lead to more accurate predictions of topical interests of

users and thus is a reliable indicator for the aptness of the Gini index for this

purpose.



Chapter 7

Validity of Accuracy

Measurements for Offline

Recommendations

In this chapter a contribution to the evaluation component is presented. Offline

evaluation protocols that exploit Machine Learning techniques have been widely

used in recommender systems’ literature. However, their external validity has

been investigated and criticized, especially in the last years. In this chapter

we present, analyze and summarize the results of a user study comparing offline

accuracy measurements computed on a 100 users dataset with answers provided

by the same users in an online study. Such analysis shows that inconsistencies

between offline and online evaluations exist, especially when the evaluation is

performed on all items. On the other hand, statistics computed on long tail

items, i.e. not popular items, seem to be a better indicator to rank algorithms

with respect to their accuracy.

7.1 Introduction

While the first seminal paper proposing a personalized recommendation mech-

anism of news items dates back over 20 years (Resnick et al., 1994), we saw

a thriving interest in recommendation systems both from academia as well as

industry during the past decade (ACM, 2014). Besides traditional application

87
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domains such as e-commerce, cultural goods or social media quite novel domains

such as lifestyle, financial services or decisions in agriculture are starting to show

up. From a methodological viewpoint research contributions focus mainly on

novel methods, that mainly come with the promise of more accurately identify-

ing relevant content in the diverse application domains. For instance, the survey

of Jannach et al. (2012) gives evidence that validation of recommender systems

research focuses mainly on offline evaluation scenarios. Thus, according to the

paradigm of Machine Learning a predictive model is trained on a subset of the

available data and it is optimized in order to correctly predict the withheld por-

tions of the dataset. Several works have been focusing on the methodological

aspects of this approach in recommender systems research. For instance, a re-

cent contribution of Said and Belloǵın (2014) identified several inconsistencies

when recommendation methods and offline evaluation practices are compared

across different framework platforms. They report that when comparing accu-

racy results for the same algorithms across different frameworks enormous dif-

ferences occur that can be attributed to different parametrization of algorithms

and evaluation procedures that are not clearly reported and therefore harm re-

producibility of results. While this recent work of Said and Belloǵın (2014)

focuses on the internal validity of offline evaluation practices other authors fo-

cus on the external validity. Research questions targeting the external validity

are, for instance, if and how confirmed results from an offline evaluation can be

generalized to a recommender system’s encounter with real users. Therefore, in

addition to offline evaluation on dead data a user-centric evaluation approaches

(i.e. user studies or field trials) are strongly advocated (Herlocker et al., 2004;

Jannach et al., 2010; Ricci et al., 2011; Pu et al., 2011). Up to now several

authors have reported results from comparing recommendation methods in an

offline and an online evaluation setting (Cremonesi et al., 2012; Garcin et al.,

2014; Ekstrand et al., 2014) and did find evidence that algorithm performance

in offline and online evaluation settings differs. However, none of the research

works so far has been able to demonstrate with a within user experimental de-

sign statistically significant differences in algorithm performance between both

evaluation settings. This chapter’s contribution therefore lies in presenting a

novel evaluation design that researches algorithms’ precision and their ability

to present novel and relevant items in offline and online evaluation settings.
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7.2 Related Work

Ekstrand et al. (2011) were also comparing the relative performance of differ-

ent recommendation methods using distance-based versus rank-based accuracy

metrics. They did not find evidence that ranking algorithms according to the

distance-based error measure RMSE leads to other conclusions than ranking

them according to the rank-based accuracy measure normalized discounted cu-

mulative gain (nDCG). Cremonesi et al. (2012) investigated the persuasion po-

tential of recommendation systems by conducting two empirical studies that

assessed quality attributes such as novelty or perceived satisfaction with rec-

ommendation algorithms in between-users studies and compare these results to

accuracy statistics computed on a subset of the Netflix dataset. While the first

of the two studies was the first work to directly compare an offline evaluation

with an online user study, there are some differences with respect to our ap-

proach. First of all, the online user study was conducted on a set of users,

while the offline evaluation was performed on Netflix users. In our approach we

are able to directly compare online and offline evaluations on the same set of

users as we conducted the user study in two phases. Second, in their approach

every user only evaluated one algorithm, leading to 30 users for each of the 7

algorithms considered, while in our case every user evaluated each algorithm,

leading to 100 users for each algorithm. Garcin et al. (2014) report that in

an offline setting a most popular strategy for their news recommendation sys-

tem achieves the best performance while in an online field study this strategy

performs poorest. This fact highlights the difference between offline and on-

line evaluations in news recommendation: while on an historical dataset most

popular recommendations are likely to be accurate, in an online setting a user

does not want to read something that was already on the front page. Ekstrand

et al. (2014) conducted a within-subjects user study in which each user has to

evaluate two recommendation lists and to answer around 20 questions on ac-

curacy, satisfaction, perceived personalization, novelty and diversity. Although

the study was able to highlight important considerations, such that satisfaction

is negatively dependent on novelty and positively dependent on diversity, their

setting does not give the possibility to evaluate each recommendation but only

recommendation lists, missing the computation of accuracy measurements to

compare with the offline evaluation. Finally, a critical aspect in our work is the

distinction between short head and long tail items, proposed in Cremonesi et al.

(2010). Short head items are the most popular items, which own one third of



90 7. Validity of Accuracy Measurements for Offline Recommendations

all the ratings even if they are usually a very little portion of the items (1.7%

in Netflix and 5.5% in Movielens (Cremonesi et al., 2010)). In their work they

compared the performance of top-N recommendation lists in terms of their abil-

ity to identify items from the long tail, suggesting that top-N recommendations

on all items are highly influenced by popularity.

7.3 Study design

7.3.1 Overview

The goal of this research is to assess the external validity of a comparative

evaluation of different recommendation methods on offline data. We would

therefore like to answer the following research questions:

1. Does the relative ranking of algorithms based on offline accuracy measure-

ment predict the relative ranking according to an accuracy measurement

in a user-centric evaluation?

2. Does the relative ranking of algorithms based on offline measurements of

the predictive accuracy for long-tail items produce comparable results to

a user-centric evaluation?

3. Do offline accuracy measurements allow to predict the utility of recom-

mendations in a user-centric evaluation?

For the purpose of answering these research questions we are employing a novel

study design that compares offline and online measurements within the user

experimental design that is depicted in Figure 7.1. We trained four different

algorithms (most-popular, item-based nearest neighbors and matrix factoriza-

tion with two different factor sizes) on the MovieLens 1M dataset and invited

users to participate in an online experiment with two different phases. In the

first phase we asked users to disclose their interests and movie preferences by

browsing through an online catalog of movies and marking those movies they

like. The catalog did not contain any recommendation function, thus the col-

lected dataset of items liked by users is comparable to other datasets with unary

historic user feedback that contain positive feedback on items the user probably

knows and likes and no feedback on items the user either dislikes or does not

know. The algorithmic models trained on MovieLens 1M could therefore be

evaluated, i.e. how accurate they were in predicting the liked items of our study
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Figure 7.1: Description of the user experimental design.

participants in an offline evaluation scenario. It is worthwhile to mention that

such data collection phase continue the user study described in Chapter 6, with

the addition of a second group of users who participate in a second time taking

the number of them from 107 to 241. In the second phase we invited the same

set of study participants to assess how well each item from a set of precomputed

movie recommendations matched their preferences and if the recommendation

was utile for them (i.e. they would like to watch the movie and did not know

about it before).

7.3.2 MovieLens Dataset

The dataset used to train the algorithms is the MovieLens 1M (ML1M)1 dataset.

This dataset contains 1,000,209 ratings from 6,040 users and 3,706 different

movies. Ratings are integer values from an ordinal scale ranging from 1 to 5,

where 1 is the worst and 5 is the best feedback. A preprocessing step was

necessary to transform this data into unary user feedback representing only

likes judgments and consisting only of movies with an entry in the Freebase

1See http://www.grouplens.org/.
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data repository. Based on the average rating value for each individual user

only 4 and 5 ratings that are greater than the user’s average rating score were

transformed into unary like statements. After removing users and movies with

no single remaining positive unary rating value the dataset consisted of 6,038

users and 3,086 movies.

The preprocessed MovieLens dataset was then split into 2 sets: one partition

for training different algorithm models (ML Tr, MovieLens Training) and one

partition for model validation (ML Val, MovieLens Validation). Users were not

assigned to one or the other set randomly, but following a specific criteria: the

ML Val needs to follow the same ratings per user distribution as the collected

dataset, due to the fact that the number of ratings per user influences accuracy

measurements. If the ML Val dataset and the collected dataset are similar

with respect to this criteria, the number of ratings cannot explain differences

in accuracy measurements. It is worthwhile to mention that such splitting was

performed between the first and the second phase of the online experiment, after

the dataset was collected.

In the first phase we invited movie aficionados from Austria and Italy via

our universities’ mailing lists to browse our specifically developed movie portal

(see Figure 6.2 in the previous chapter) and mark those items that they like.

We designed and implemented a Django web application that offers users the

possibility to participate at this user study from any location. A pilot test phase

preceded the rollout of the web application, where we were able to identify us-

ability flaws and understandability problems of the task. In the first round users

could access a portal that contained detailed information about all movies con-

tained in the MovieLens 1M dataset. Users were able to sort movies according

to their year of launch, their name or their popularity. English, German and

Italian titles of movies were extracted from Freebase in order to ensure correct

translations based on the users’ language settings, poster images were displayed

as a mouse-over action and additional information for each movie was accessible

via a link to Freebase. In total 241 users have participated in the first phase that

provided on average 137 unary ratings each. We incentivized the disclosure of

participants’ true preferences by setting up a lottery where winners will receive

one arbitrarily selected DVD from their set of liked movies.
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Figure 7.2: Screenshot of recommendations evaluation page.

7.3.3 Second phase: online evaluation

In the second round we invited users that participated in the first phase to

evaluate around twenty recommendations. We were able to invite them because

we already asked them to register and leave their address in the first phase. In

addition, we avoided duplicate users by the registration procedure.

We asked participants to evaluate around twenty recommendations produced

by four different algorithms. Each of our 4 algorithms computed 5 recommenda-

tions and we sorted them in a stratified way, where to avoid a bias in the recom-

mendation list towards a specific algorithm. Since two or more algorithms can

recommend the same item, the number of recommendations for each user went

from a theoretical minimum of 5 to a maximum of 20 items, while the actual

average was 17.37. To these lists, we appended two randomly selected movies

from the set of liked movies in the first phase in order to ensure that users gave

reliable answers. Opposed to the study design of Ekstrand et al. (2014) we did

not present recommendation lists of different algorithms in parallel on the same

screen for space and methodological reasons. Ekstrand et al. (2014) compared,

for instance, satisfaction with two distinct recommendation lists, while we com-
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pare predictive accuracy of 4 different algorithms in a within participants study

design. Therefore users were asked to evaluate every recommended item sepa-

rately and to answer a set of questions. For each recommended item a separate

screen with information about the movie such as the title, the year of launch,

the plot, the poster image extracted from Freebase and a snapshot of the related

Wikipedia page (see Fig. 7.2) was displayed. By clicking on the title or on the

Wikipedia snapshot the user was able to open a new page with the Freebase and

Wikipedia page related to the movie. All the information provided were in the

language selected by the user (English, German or Italian). The questionnaire

items were the following:

• Did you already know about this movie before this recommendation? (Yes,

No, Don’t know)

• Have you already watched this movie? (Yes, No)

• Would you like to watch this movie (for the first time or once again if you

have already watched it)? (Yes, No, Don’t know)

With the first question we measure second order novelty (SON) (Cremonesi

et al., 2012), i.e. an item is considered novel if the user has never heard of it.

Furthermore, we do not ask for a rating value at this point, because the user

had no opportunity to experience or consume the recommended item at this

point. However, we determine relevance of recommended items by asking about

potential conversion, i.e. if the user considers to watch this movie. By combining

answers from both questions we are able to identify utile recommendations, i.e.

relevant items that the user did not yet know about. Like in phase one we

incentivized a truth telling behavior by setting up a lottery where participants

could win a DVD from their individual set of items that they considered to be

relevant (i.e. like to watch).

Not all users that participated in the first phase also responded to the in-

vitation to participate in the second phase. In total 122 users returned to the

second phase, out of which 100 provided their individual assessment to all rec-

ommended items. We selected these 100 users for our study and discarded data

from all other users.

7.3.4 Algorithms

As already mentioned we compared four different algorithms. Three algorithms

compute personalized collaborative filtering results: matrix factorization with
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a 80 (MF80) and a 400 (MF400) factor model and an item-based k-nearest

neighbor algorithm (KNN-IB). Furthermore, we consider a baseline algorithm

that simply recommends the most-popular items (POP).

Matrix Factorization

In this work we implemented the Matrix Factorization model described in Sind-

hwani et al. (2010). Let X ∈ {0, 1}M×N be a binary matrix, where M is

the number of users and N is the number of items. The set of nonzeros,

L = {(i, j) : Xij = 1}, denotes likes statement, i.e. user i likes movie j.

Xij = 0 does not mean that user does not like the movie, but it simply means

that the user does not know the movie. We will use M = {(i, j) : Xij = 0}
to denote these unlabeled examples. The X matrix can be decomposed into

U = [W1, . . . ,WM ] ∈ RF×M and V = [H1, . . . ,HN ] ∈ RF×N , such that

X ≈ U>V . These matrices contains non-negative real values, which indicate the

importance of a latent factor for a user or a movie. The Matrix Factorization

model proposed in Sindhwani et al. (2010) solves the factorization problem by

solving the following optimization problem:

argmin
U,V,Yij

J(U, V, {Yij}(i,j)∈M) =
∑

(i,j)∈L

Cij(Xij −W>i Hj)
2+

∑
(i,j)∈M

Cij(yij − w>i hj)2 + λ ‖U‖2F + γ ‖V ‖2F

J(U, V, {Yij}(i,j)∈M) is the objective function whose first two optimization vari-

ables are the latent factors, U, V , while the third set of variables are binary

variables, which specify if an unknown rating must be considered as a positive

rating, i.e. Yij = 1, or must be considered as a negative rating, i.e. Yij = 0. The

number of Yij = 1 is constrained with a parameter, which indicates the propor-

tion of unknown ratings that can be considered as positive. Cij is a cost matrix

with real values in the [0, 1] interval, which expresses the error cost for each

rating and it is thought for user-defined error costs. The optimization problem

is solved with a simple alternating minimization algorithm in two steps: first

U, V are optimized for fixed setting of the Yij variables, then Yij are optimized

keeping U, V fixed. In order to optimize Yij they are transformed in continuous

variables Pij ∈ [0, 1], which represent the probability that an unknown rating

is a positive one. The modified formulation of the optimization problem is the
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following:

argmax
U,V,Pij

JT (U, V, {Pij}(i,j)∈M) =
∑

(i,j)∈L

Cij(Xij −W>i Hj)
2+

∑
(i,j)∈M

Cij(Pij(1−W>i Hj)
2 + (1− Pij)(0−W>i Hj)

2)+

λ ‖U‖2F + γ ‖V ‖2F −
∑

(i,j)∈M

H(Pij) s.t. :
1

|M|
∑

(i,j)∈M

Pij = r

where T is an optimization parameter which controls the entropy (the H func-

tion) of Pij .

After that U and V were learned, recommendations were computed in the

following way:

X̂i = XiV
>V

where Xi is a user vector such that Xi = {Xi,j} ∀j = 1, . . . , N and Xi,j = 1 if

user i liked movie j or 0 if he did not express a feedback about it.

This algorithm has a great number of parameters, which can influence the

quality of the MF. Authors performed sensitivity analysis on r and T , which

showed that the algorithm is robust with respect to these parameters. For this

reason we set r = 0.1 and T = 30. We executed sensitivity analysis for the

regularization parameters γ and λ with a 5-fold cross validation on the ML Tr

dataset, and we found that the best value for both of them is 0.1, whatever the

number of latent factor is. The C matrix was not used (i.e. Cij = 1 ∀(i, j)),
because we did not want to influence the model with external knowledge.

The main parameter that influences accuracy measurements is the number

of latent factors F . We performed several experiments varying such parameter

from 1 to 600 with increasing step’s sizes and we found that with 80 latent

factors the MF achieves the best value of the accuracy measurement considering

all items, while with 400 latent factors it achieves the best value on long tail

items. Such experiments suggest that a much higher dimensionality of latent

factor models seems to be appropriate in order to excel in making non-obvious

recommendations. Given that our research questions are based on the accuracy

measurement on all items and on long tail items, we included the algorithms

with 80 and 400 latent factors in the evaluation study.
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K-Nearest Neighbors

Neighborhood models, also known as memory-based models, represent the most

common approaches to Collaborative Filtering (Herlocker et al., 1999). For

further details, see Section 2.2.1. Broadly speaking, the idea of the basic user-

based CF algorithm is to suggest items which are liked by users with similar

tastes. The Item-Based K-Nearest Neighbors model was introduced to ease the

computational challenge of User-Based CF for millions of users (Sarwar et al.,

2001). The main problem is the need to scan the entire database in order to

find neighbors, which it’s nearly impossible to do in a real-time environment.

Therefore, the basic idea of the Item-Based approach is to compute similarities

between items offline, and use them to produce recommendations in real-time.

In this case, the similarity between two items is given by the number of users

who co-rated these items. The item rating is then computed in the following

way:

ri,j =

∑
j′∈Nj

sim(j, j′)ri,j′∑
j′∈Nj

sim(j, j′)

where Nj is the set of the most similar neighbors of item j.

7.4 Discussion on measurement methodology

In recommender systems research it is accepted to employ either one of the two

basic evaluation approaches in order to determine the accuracy of a method.

According to the machine learning paradigm a recommendation method f is a

function that tries to best possibly predict for given user i and item j a hidden

rating value Yi,j , i.e. f(i, j) = Ŷi,j and the prediction model f is optimized such

that
∑

(i,j)(Ŷi,j − Yi,j)2 becomes minimal. Thus, accuracy results are reported

with the help of the classic RMSE (root mean squared error) or a similar error

metric. Critique of this approach argues that rating values such as star ratings

are ordinal scales, where the perceived distance between a 5-star and a 4-star

rating value might be different from the distance between a 3-star and a 2-

star rating. Furthermore, all errors are equally weighted, i.e. two hypothetical

algorithms G and B that can correctly predict all hidden rating values except

one, where G predicts the rating for an actual 1-star movie with 3 and B the

rating for an actual 5-star movie also with 3, would achieve the same accuracy

score. However, in real life B would loose user’s trust by missing the opportunity

to recommend a highly appreciated movie while in case of G users might not
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Figure 7.3: Confusion matrix

actually care about how well the algorithm does in correctly predicting all shades

of bad. In addition, an error-based evaluation does not consider how well the

algorithm does with respect to identifying novel items, that the user has not yet

rated.

Therefore, the standard evaluation paradigm borrowed from the field of In-

formation Retrieval (IR) appears to better resemble the real life interactions

of fielded recommendation systems. The IR methodology dates back to the

historic Cranfield experiments (Cleverdon, 1967), where for a set of documents

and information needs ground truth is established by exhaustive relevance judg-

ments for each document and each query from domain experts. When applying

this approach to the recommender systems domain ground truth is represented

by a user times items matrix with binary rating values, where 1s indicate that

the user has actually liked the particular item and 0s indicate dislike or no rat-

ing. As users tend to give only positive ratings and ignore disliked items, the

default assumption in an offline evaluation scenario is to treat unrated items

like items with a bad rating. Figure 7.3 depicts a confusion matrix, that is the

basis for defining the standard IR measures precision and recall for a given list

of recommended items to a specific user:

Precision =
|TruePositives|

|TruePositives|+ |FalsePositives|
,

Recall =
|TruePositives|

|TruePositives|+ |FalseNegatives|
,

where |s| denotes the cardinality of a set s. However, the semantics of the

two basic IR measures are somewhat different in offline and online evaluation

scenarios:
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Table 7.1: Precision
Algorithm Offline Online Offline ML Val
KNN-IB 0.438 0.546 0.602
MF80 0.504 0.598 0.708
MF400 0.454 0.604 0.548
POP 0.34 0.516 0.534

• True Positives might be actually underestimated in an offline scenario,

because users could like novel recommended items that they did not know

before and therefore no historic rating exists in ground truth. Correspond-

ingly, False Positives might be overestimated in offline scenarios.

• False Negatives might also be underestimated in an offline scenario, be-

cause due to the incompleteness of ground truth, many more items might

be actually relevant for a specific user, but are not recommended.

• In an online evaluation only True and False Positives can be determined,

if users are asked to rate all recommended items. However True Negatives

and False Negatives remain unknown.

Based on these assumptions we can hypothesize that precision in an offline eval-

uation scenario should be lower than precision measured online. In contrast

recall cannot be measured in a user centric evaluation, while recall measured

on offline data might in reality be lower or higher. Therefore, only precision

can be compared in our within user experiments contrasting online and offline

evaluation results. Furthermore, we also compute precision for long tail items

following the proposition of Cremonesi et al. (2010), where the most popular

items in the dataset are treated as they had a bad rating. According to Cre-

monesi et al. (2010) the most popular items that could aggregate one third of

all positive ratings in the dataset are considered as belonging to the short head.

7.5 Results

First we test for the hypothesis that offline precision consistently underestimates

precision measured in a user-centric evaluation. Table 7.1 and 7.2 contrast

figures for precision and precision on the long tail for all methods. All differences

between offline and online measurements of precision are statistically significant

according to a Wilcoxon signed rank test at the 5% significance level.
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Table 7.2: Precision on long tail items
Algorithm Offline Online Offline ML Val
KNN-IB 0.28 0.356 0.219
MF80 0.018 0.054 0.012
MF400 0.36 0.528 0.393
POP 0 0 0

MF400 MF80 

POP KNN-IB 

p = 0.05 p = 0.05 p = 0.05 

Figure 7.4: Domination graph for precision offline

MF80 MF400 

POP KNN-IB 

p = 0.05 p = 0.05 p = 0.1 

Figure 7.5: Domination graph for precision online

Research question 1 is about the relative ranking of algorithms in offline and

online accuracy assessment. In Table 7.1 the precision measurements for all

four algorithms and both evaluation settings are given. An additional column

gives results for the offline evaluation of algorithms on the withheld MovieLens

Validation dataset (ML Val, described in Subsection 7.3.2). Furthermore, Figure

7.4 gives the domination graph based on pairwise comparison of a Wilcoxon

signed rank test. Both matrix factorization techniques are significantly better

than the popularity baseline and the 80 factor model also clearly outperforms

the KNN-IB method. The offline experiments on the ML Val dataset show a

similar picture, nevertheless overall accuracy levels are obviously higher, because

the algorithms are trained on MovieLens users and not on the data collected
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Figure 7.6: Domination graph for precision on long tail items (offline and online)

in our study. However the online measurements clearly contradict this picture.

As depicted in Figure 7.5 the 400 factor model outperforms the KNN-IB at a

10% error rate, but the 80 factor model does not. Therefore this study gives

empirical evidence that statistically significant differences measured in an offline

evaluation scenario cannot be replicated in an online study.

Due to the strong bias of traditional accuracy measurements on popular

items, Cremonesi et al. (2010) therefore proposed to exclude the most popular

items from accuracy measurements (i.e. count correct predictions of very popu-

lar items as False Positives). Research Question 2 therefore asks if Precision on

long tail items in offline measurements more reliably predicts the results that

can be achieved in the online world. Figure 7.2 gives the actual figures and Fig-

ure 7.6 presents the domination graph. The precision measurement of long tail

items seems to better discriminate between methods and leads to exactly the

same statistically significant ranking of algorithms in both evaluation settings.

Obviously it clearly contradicts the traditional precision measurement, the 80

factor model is by far worse in proposing non popular items than the 400 factor

model or the KNN-IB model. Again the results on the ML Val dataset show a

comparable algorithms’ ranking as the offline experiments on the data collected

from our study participants.
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Table 7.3: Precision on utile recommendations
Algorithm Online
KNN-IB 0.126
MF80 0.082
MF400 0.116
POP 0.026

MF400 KNN-IB 

POP 

p = 0.05 p = 0.05 
MF80 

p = 0.05 p = 0.05 

p = 0.05 

Figure 7.7: Domination graph based on precision for items users liked and did
not know (online)

Finally the third research question asks for utile recommendations to users

and if accuracy measurements on offline data are able to predict which algo-

rithms will be able to make more utile recommendations to users. We simply

define utile recommendations as propositions the user likes but did not yet know.

In Table 7.3 precision figures for utile recommendations are given, that are obvi-

ously much smaller than precision values reported in Tables 7.1 and 7.2. When

again testing for statistically significant differences the ranking of algorithms

looks completely different from where we started in Figure 7.4. KNN-IB collab-

orative filtering and the 400 factor model seem to be on par and both clearly

outperform the two other methods. Neither traditional precision measurements

nor the proposed precision of long tail items measure by Cremonesi et al. (2010)

were able to predict this algorithm ranking by offline experiments. Although

KNN-IB seemed to recommend more popular items than the 400 factor model

the neighborhood method did still very good in identifying items that were novel

to our study participants. Consequently, the presented empirical results clearly
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challenge the assumption of external validity of common evaluation practices

of recommender systems and should therefore stimulate further methodological

work into this direction.

7.6 Conclusions

The vast majority of the literature on recommender systems apply offline evalu-

ation methodologies to assess the quality of the proposed approaches (Jannach

et al., 2012). However, the external validity of such methodologies has been

frequently questioned and recent works tried to compare offline and online eval-

uations. In this work we described a novel comparison approach between an

offline evaluation protocol and an online user study. A dataset with “like”

statements by 100 users on Movielens movies has been collected and accuracy

statistics for models trained on the Movielens dataset have been evaluated on

the collected dataset. Such statistics have been compared with online statistics

collected with a user study, where the same 100 users answered a set of ques-

tions on around 20 recommendations proposed to them. This work showed that

offline precision underestimates online precision both considering all items and

only long tail items. Furthermore, offline precision does not provide the same

ranking between algorithms as online precision does, while the offline precision

on the long tail does that compared to the online precision on the long tail.

Finally, the real utility measured with the online user study ranks algorithm in

such a way that is not reproducible with offline evaluation metrics, even on all

items and on long tail items. Such results are a further clue that the external

validity of commonly used offline evaluation protocols is not always guaranteed.
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Chapter 8

Conclusions

In this dissertation six contributions have been provided to the recommender

systems area. These contributions concern three main aspects of recommender

systems, which are algorithms, interfaces and evaluations.

Three contributions tackle side problems of recommender systems, i.e. in-

tegrating concepts and time. We showed how textual content associated with

items can be leveraged to build concept and item networks, useful to navigate

a dataset, to focus on specific concepts and to discover similarities between

items. These networks can be exploited in recommender systems to provide a

navigation interface, as well as to discover semantic links that can trigger new

recommendations. Content can be analyzed even to track hot-topics that fluc-

tuate over time. These topics have to be considered when recommendations are

computed, as they can influence short-term interests, but not long-term inter-

ests. A methodology to analyze hot-topics has been provided with a case study

on a labor law corpus. In some cases even the duration has to be considered: to

tackle this problem continuous time Bayesian networks (CTBN) have been pro-

posed. We provided the MapReduce version of two CTBN classifier algorithms,

showing the performance speedup with respect to the sequential version.

Another contribution to the algorithmic aspect concerns the analysis of re-

views in recommender systems where the user can express his/her opinion about

an item, not only with a rating but also with a textual comment. The topic

model was applied to understand what users like in items and what items offer

with a quality degree. This information is stored in the profiles of users and

items that are exploited for different purposes, such as computing recommenda-

tions, predicting ratings based on what a user is writing, and providing textual
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explanations on multi-criteria rating dimensions, i.e. cleanliness in hotels or

quality of food in restaurants. The approach not only achieves recommenda-

tion accuracy comparable to collaborative filtering systems, but also employs

user models that are only based on review content and therefore offer ways to

be made transparent to users or better explain to users why a specific item is

recommended.

The contribution to the interface aspect concerns explanations in matrix

factorization techniques, which have been shown to be the state of the art in

collaborative filtering, but are not easily interpretable. Textual content associ-

ated with items was processed with the topic model and exploited to provide

latent factor explanations, providing a criteria to understand which latent fac-

tors are more related to content and thus are more easily explained. A user

study was conducted to evaluate our approach and showed that latent factors

more related to textual content are more effective in topic prediction accuracy.

Furthermore, on users for whom matrix factorization achieves better accuracy

statistics, even topic prediction accuracy improves.

Finally, a contribution to the evaluation aspect has been provided. A user

study was conducted to compare offline and online evaluation methods on the

same dataset. The user study showed that the external validity of offline eval-

uation protocols is not always true, and offline precision ranks algorithms in a

different way from the ranking given by the user study. On the other hand, of-

fline precision on the long tail seems to be a better indicator to rank algorithms.

However, it was impossible to reproduce the real utility ranking measured with

the user study with offline statistics.

8.1 Future Works

The three contributions on integrating concepts and time in recommender sys-

tems represent only a first step towards the inclusion of them into recommender

systems. They are ready to be additionally extended and integrated, as well as

to be evaluated with offline and online methodologies.

Review analysis can be extended in order to apply more complex method-

ologies that make use of supervised information, such as ratings and user and

item metadata, or sentiment analysis, to provide a richer topic structure. In

this way not only prediction accuracy can be increased, but even analytics on

multi-criteria dimensions in textual reviews can be improved.
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Explanations in latent factor models may be improved by designing a proce-

dure to perform parameter selection and an improved matching criteria between

topics and latent factors. Topic model extensions, as well as topic model param-

eter selection, can be studied in order to provide a way that fits better latent

factors computed only on the user-item matrix.

Finally, evaluation study results can guide the development of new evalua-

tion protocols that are based on measurements with a verified external validity.

The deep analysis of accuracy statistics on the long tail, as well as time-aware

evaluation protocols, are two important directions that must be explored.
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