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ABSTRACT

The spread of artificial intelligence (AI) technologies in ever-widening domains (e.g., virtual assistants) increases the chances of daily interactions between humans and AI. But can non-human agents influence human beings and perhaps even surpass the power of the influence of another human being? This research investigated whether people faced with different tasks (objective vs. subjective) could be more influenced by the information provided by another human being or an AI. We expected greater AI (vs. other humans) influence in objective tasks (i.e., based on a count and only one possible correct answer). By contrast, we expected greater human (vs. AI) influence in subjective tasks (based on attributing meaning to evocative images). In Study 1, participants (N = 156) completed a series of trials of an objective task to provide numerical estimates of the number of white dots pictured on black backgrounds. Results showed that participants conformed more with the AI's responses than the human ones. In Study 2, participants (N = 102) in a series of subjective tasks observed evocative images associated with two concepts ostensibly provided, again, by an AI or a human. Then, they rated how each concept described the images appropriately. Unlike the objective task, in the subjective one, participants conformed more with the human than the AI's responses. Overall, our findings show that under some circumstances, AI can influence people above and beyond the influence of other humans, offering new insights into social influence processes in the digital era.

1. Introduction

The study of social influence considers how the presence (or absence) of “others” can affect people's thoughts, emotions, and behaviors. Until recently, these “others” were supposed to be mostly, if not always, human beings. However, in recent years, with the advent and diffusion of a large variety of non-human agents based on artificial intelligence—including chatbots, robots, self-driving cars, and virtual assistants—the possible sources of social influence may have expanded beyond just human sources. Thus, a fascinating question is whether the current social perception of such non-human agents can act as a source of social influence, and if so, under which circumstances they can also exceed the influence of other human beings.

Here, we conducted two studies in which we contrasted simultaneously two possible sources of influence: another human being and an artificial intelligence. In the first study, we used an objective task: counting elements where only one correct answer is possible. In the second study, we used a subjective task, that is, a task of attribution of meaning based on the evocative power of a set of images. By implementing a direct competition between a human vs. an artificial agent, we aimed to investigate whether these different potential sources of social influence could overcome each other depending on the type of task.

1.1. Conformity with human agents

The classic study of social influence has developed in the twentieth century mainly thanks to the pioneering works of Sherif (1937) and Asch (1951). Sherif (1937) investigated whether participants would conform to a group when the task presented was difficult, ambiguous, or uncertain. In this context, the correct answer or appropriate behavior is unknown to the participant. In one seminal study (1937), participants had to estimate the length of movement of a light spot displayed in a dark room. However, in the absence of reference points, a light point, although still, created the illusion of movement (i.e., the so-called autokinetic effect). The task was ambiguous as each observer would propose a different estimate based on how they subjectively perceived the optical illusion. In the typical Sherif's setting, participants would be
asked first to provide a series of estimations of different trials in a private condition and then perform the same task in a group setting. In the group condition, participants tended to align their estimations to the group's mean even if that differed from the initial assessment in the private condition. The study provided evidence of the group norm prevailing over the personal norm. Sherif (1937) stated that participants conformed to the group because other participants' responses seemed informative of the right solution. This type of social influence in which a person looks to others for the correct answer or the most appropriate behavior has been called informational social influence (Melamed et al., 2019). In contrast to informational influence, the study of normative social influence mainly developed thanks to the pioneering Asch (1951)'s study. The author proposed a line match task where the correct answer was clear. On this occasion, participants conformed to wrong answers in some of the critical trials due to the social pressure exerted by the group to avoid social exclusion (Hales et al., 2017).

The focus of the present work, however, is that of informational social influence. Among the others, Cialdini (1987) investigated the main factors involved in this type of social influence. The author suggests that uncertainty (not knowing the correct answer or the appropriate behavior) is a key antecedent of informational social influence. A study by Lucas et al. (2006) corroborates this assumption, showing how participants tended to conform more with the group during a math task when the math problem was particularly complex. Another factor in inducing informational social influence is the perceived degree of expertise in the task field of the agent of influence (Cialdini, 1987). Many studies observed that an expert's opinion is perceived as more valid and leads to more conformity than that of another person considered less expert, even when the message carried by the two agents of influence is the same (Goldman, 2001; Hovland & Weiss, 1951). Therefore, two fundamental antecedents of informational social influence are the ambiguity (uncertainty) generated by the situation and the perception of expertise of the sources (Hovland & Weiss, 1951; Lucas et al., 2006).

Social psychologists have recently begun studying social influence processes in digital contexts (Lee, 2004; Lee et al., 2006, 2011; Rosander & Eriksson, 2012). Lee (2004) studied informational social influence in computer-mediated communication. Participants cooperated in an online trivia game with another participant presented only through a cartoon character (whose gender appearance was admittedly randomly assigned). Results showed that a gender-stereotypical perception of the interactive partner could be triggered just by the appearance of the online character. Moreover, when stereotypically gender-biased topics were presented (e.g., sports vs. fashion), the topic moderated the effects of gender inference on conformity. The author suggested that conformity behavior could be linked to the perception of the character as more expert in some topics than others (based on their gender).

In Rosander and Eriksson (2012), participants had to answer a series of subjective or objective questions on different topics. The authors considered objective questions regarding logic or general knowledge where the answer was univocal (e.g., “In which city can you find Hollywood?”). In contrast, the subjective questions concerned participants' attitudes on matters without clear answers. Before answering the question, participants were exposed to the responses of previous users. The authors observed that most participants conformed at least once, and, both in subjective and objective tasks, they were more prone to conform when the task was difficult.

Coppolino Perfumi et al. (2019) investigated both normative and informational social in online contexts. Normative influence was measured through an online version of Asch's lines tasks, whereas informational influence was measured with two semantic tasks. In line with the author's expectations, the results show that the strength of normative influence was scarce in a digital context. In contrast, informational influence persists, and participants considered even unknown others a reliable source of knowledge. The authors also observed that higher conformity was associated with the more ambiguous tasks.

Therefore, informational social influence can also occur in digital-mediated contexts. Yet, the studies mentioned above focused on people interacting (sometimes through an avatar or cartoon) in digital environments. However, it is possible to wonder not only if the context (offline vs. online) has moderating effects on the social influence processes but also if the sources of influence can also be represented by non-human agents.

1.2. Conformity with non-human agents

In the last decades, artificial intelligence (AI) technology development has increased the presence of non-human agents in the social environment. Scholars have started investigating whether and how these non-human agents could influence humans. However, the literature on the influence of non-human agents is still limited and partly characterized by conflicting findings. For instance, some authors observed that non-human agents could effectively be sources of social influence (Brandstetter et al., 2017; Chidambaram et al., 2012; Hertz & Wiese, 2016, 2018; Salomons et al., 2018; Siegel et al., 2009; Williams et al., 2018). Other studies have found that humans do not seem to be affected by the social influence exerted by non-human agents (Beckner et al., 2016; Brandstetter et al., 2014; Shiomii & Hagita, 2016).

Some scholars suggested that these discrepancies might be linked to the specificities of each task proposed. Indeed, in studies that had a clear, correct answer, participants tend not to conform with non-human agents (Beckner et al., 2016; Brandstetter et al., 2014; Shiomii & Hagita, 2016), whereas when the task proposed was ambiguous or elicited uncertainty, the likelihood of conforming to a non-human agent increased (Hertz & Wiese, 2016, 2018; Salomons et al., 2018; Salomons et al., 2021). In line with this evidence, Lucas et al. (2019) tested the possibility that a non-human agent can elicit influence in an ambiguous online task. Participants rated ten artworks in order of importance based on their subjective perspectives. When they reported their responses, they could change their opinion after a brief discussion with the agent that used informational or normative social influence tactics. They observed that normative influence was ineffective, whereas informational influence did affect participants' responses.

Hertz and Wiese (2018) also explored non-human agents' conformity factors. They proposed a study where participants completed a series of analytical and social tasks. Participants were divided into three conditions, and before reporting their answers, they observed the previous responses of a human, robot, or computer. In addition to the ambiguity of the task, the authors suggested that a key factor in eliciting conformism was the perception of the match between agents and task type (i.e., agent-task fit). Accordingly, in the analytical task, participants conformed the same way with human and non-human agents; in the social task, participants conformed more with the human than non-human agents. According to the authors, participants were influenced by a specific agent (human or non-human) because they perceived the agent as more proficient in the task proposed. These results align with Cialdini's (1987) assumptions about the role of perceived expertise on information social influence. An agent perceived as an expert in a specific field could more likely exert social influence on people.

These phenomena could be accounted for thanks to the pioneering work of Rappaport (1970). The author discussed the possibility that, in the medical context, human beings could be better at some tasks while machines in others. For example, computers may be better than humans in retrieving all possible diagnoses that match a given set of symptoms in memory. According to the author, humans are subject to memory bias, fatigue, and a lack of time for accurate reflection, while computers are not subject to these limitations. This idea was then known by the acronym of “HABA MABA”: namely, “Humans are better at” and “machines are better at,” and it was subsequently taken up by various authors (de Winter & Dodou, 2014; Glikson & Woolley, 2020), each time to reiterate the possibility that humans and machines, because of their different capabilities, could perform better than each other depending...
on the type of tasks.

However, even when considering non-human agents as possible sources of influence, existing studies tended to consider such sources of influence separately from others (e.g., human agents). However, to evaluate the effect on conformity of these new digital agents, the most effective comparison could be that in which various alternative sources of influence are presented simultaneously to the participant. The present research is placed in this perspective.

2. The present research

The present research investigates whether humans faced with different objective vs. subjective tasks eliciting uncertainty are more influenced by the information reported by another human being or an AI. In an online setting, we conducted two separate studies. Following the HABA-MABA framework, we tested a study where the match between agent and task could be perceived in favor of the AI (Study 1; objective) and a study where the human could be perceived as the most informative (Study 2; subjective). Thus, the objective task consisted in counting a series of white points on a black background in a limited time. This task required analytic capabilities typically associated with artificially intelligent agents (e.g., chatbots). In the subjective task, participants had to evaluate the association between a concept and an evocative image. The content of these images is evocative, requiring symbolic and emotional competencies, skills that are typically still primarily associated with human agents.

These expected matches would also align with studies highlighting source expertise’s role as a key predictor of informational social influence (Cialdini, 1987). However, following the classic principles of informational social influence (Lucas et al., 2006; Melamed et al., 2019; Rosander & Eriksson, 2012; Salomons et al., 2021), both tasks were also designed to maximize the task difficulty and ambiguity. While subjective tasks are ambiguous by definition (since there is no right or wrong answer), the ambiguity of the objective task ultimately lies in its difficulty. Therefore, our objective task (i.e., counting hundreds of points in seven seconds) was thought impossible to solve accurately in the allotted time.

Considering these premises, we proposed the following hypotheses:

HP1. We expected that participants would conform more to the AI than the other human being in the objective tasks (Study 1).

HP2. We expected that participants would conform more with the other human being than the AI in subjective tasks (Study 2).

3. Study 1

Study 1 contrasted the social influence of human vs. non-human agents through an objective analytical task. The task requires watching a series of 8 visual stimuli for three different stages and estimating the number of white dots on a black screen that appears for 7 s. The study’s main aim was to test the possibility that a non-human agent (presented to participants as an artificial intelligence agent) could overcome the influence of another human on an objective task. Moreover, Study 1 explored the possibility that, once learned, such influence could persist even without the source’s direct influence (indirect influence).

3.1. Methods

3.1.1. Sample

We ran an a priori power analysis using the software G*Power (version 3.0; Faul et al., 2007) to determine an adequate sample for our study. For an independent sample t-test, the required sample size to find a small-to-medium effect size ($d = 0.40$) with an alpha level equal to 0.05 and a conventional power of 0.80 is $N = 156$.

We used internal (i.e., Sona System, a platform to recruit study participants provided by our university) and external (e.g., Facebook, Instagram) channels to advertise the study. The study was presented as part of a larger project on visual perception. Participants received a link to a Qualtrics (2020) survey to access the study. Overall, 197 persons participated in the online study. Twenty did not complete the survey reducing the sample to 177 (59.9% females; $M_{age} = 29.98$, $SD = 14.39$). All the participants were Italian but one Cuban, one Spanish, one Moldavian, and one Swiss.

3.1.2. Procedure

The study was conducted online and composed of three different stages adopting the same set of 8 images. In each trial, a fixation point (1 s) was followed by an image depicting several white dots on a black background (see Fig. 1). The image with the dots stayed on the screen for 7 s, after which it disappeared automatically. This time frame (7 s) was chosen to give participants a rough idea of the number of dots without providing enough time to count the dots accurately. The actual number of dots in each image varied between 138 and 288. This task was adopted from Castelli et al.’s (2001) paradigm (see also Andrighetto et al., 2018), and used to assess conforming behavior.

The three stages were structured as follows (for a similar structure, see Riva et al., 2011). In Stage 1 (baseline), participants indicated for the first time their dots estimation guesses for each of the eight images, presented in random order. Stage 2 (direct influence) was similar to Stage 1. However, right after the presentation of each image, participants learned on a new screen the ostensible estimations provided by an AI and another other human. The two estimates appeared simultaneously (one below the other on the screen) with the label of the source (AI, Human) and alongside its associated numerical estimation (e.g., “human being: 270”). The location on the screen (one above the other) in which the two sources were shown was counterbalanced. Then, participants were asked again to provide their own estimates on a new screen.

To test our main hypothesis, participants were randomly divided into two independent groups. In the first group ($N = 77$; from now on, the AI-overestimation group), the AI systematically overestimated the number of dots (+15% of the real number of the dots), whereas the other human systematically underestimated the number of dots (−15%). In the second group ($N = 79$; from now on AI-underestimation group) was the opposite: the other human systematically overestimated the number of dots (+15%), and the AI underestimated the number of dots (−15%). Therefore, both agents of influence (i.e., human and AI) remained equally distant from the correct answer and never accurately estimated the number of the dots.

Finally, in Stage 3 (indirect influence), participants had to provide their guess one last time, in the absence of agents’ estimations.

3.1.3. Measurements

In Stage 1 (baseline), we measured participants’ dot estimation when

![Fig. 1. An example of an image used in the objective task.](image-url)
To assess participants’ conforming behavior in terms of direct influence (Stage 2), we calculated two indices of influence, one for human influence and one for AI’s influence based on Andrichetto et al. (2018) operationalization. Specifically, the AI’s index of influence was calculated as the difference between the participants’ estimation and the anchor provided by AI. The absolute value of this difference was divided by the participant’s estimation to reduce within-subject variance (see Wyer, 1966). Then we created an overall index of AI influence as the mean of the eight trials value of influence. We replicate the same operationalization for human influence. Our data thus allowed for a within-subjects comparison of the outcome. Lower scores resulted from a smaller distance between participants’ and source estimations, thus, lower scores indicated higher conformism with the source.

The formula to calculate agent’s influence was as following:

\[
\text{Agent's influence} = \frac{\text{Participant's estimation} - \text{Agent's Anchor}}{\text{Participant's estimation}}
\]

We computed an index of indirect influence, subtracting their estimations in each task of Stage 3 with their previous answers in Stage 1 for the same image. Then we created an overall index as the mean of the eight trials value of indirect influence. Our data thus allowed for a between-subjects comparison on this outcome. Positive values were associated with participants who reported higher estimation in Stage 3 compared to Stage 1. In contrast, negative values were associated with participants who reported lower estimation in Stage 3 compared to Stage 1.

A brief questionnaire followed the three stages. Firstly, we asked which one of the two agents was perceived as the most accurate. In a multiple-choice question, participants could choose between “human being,” “Artificial Intelligence,” or “Neither of the two.” Then, we asked participants to motivate their answers through an open question. Lastly, we collected sociodemographic information (i.e., gender, age, and nationality).

3.2. Results

3.2.1. Exclusion criteria for participants

Before conducting the main analyses, we screen data on the 24 trials to search for responses on the dot estimation task that significantly deviated from the group's mean. Considering that the participants were free to report any number from 1 to infinity, we had to pay attention to possible outliers' responses that could undermine the reliability of subsequent analyses. As two examples, one participant estimated 5 dots on an image containing 138 dots. Another participant reported an estimation of 12,354,357 dots for an image with 157 dots. These anomalous responses likely indicate poor compliance with the study, so we excluded these participants from our main analyses. Specifically, we used the standard deviation rule for identifying outliers (Ounn, 2021), considering outliers the participants who reported, in at least one task, estimation of 1 or 3 SD from the mean of the group. As a result of this screening, twenty-one participants were excluded reducing the final sample to 156 participants (59 % females; M_age = 28.9, SD = 14.1).

3.2.2. Main analysis

We first conducted a paired sample t-test comparing how much the other human and the AI influenced the participants during the direct influence stage. We observed a significant difference between the influence exerted by the human (M = 0.31, SD = 0.28) and the influence exerted by the AI (M = 0.26, SD = 0.27); t(155) = −2.53, p = .012, d = −0.20. Considering that lower scores indicate higher conformism, participants conformed more to AI’s influence than human ones. These results confirm our hypothesis (HP1) that people tend to conform to AI’s answers when facing an ambiguous but objective task.

To examine whether participants were also influenced when the sources of influence were absent, we compared participants in AI-overestimation conditions with the ones in AI-underestimation conditions. Specifically, we conducted an independent sample t-test to compare indirect influence in AI-overestimation and AI-underestimation conditions. We found a significant difference in scores for AI-overestimation (M = 35.46, SD = 59.10) and AI-underestimation conditions (M = 16.19, SD = 55.72); t(154) = −2.10, p = .038, d = −0.34. Participants in AI-overestimation and AI-underestimation tend to increase their estimations in the indirect influence stage. Still, the participants in AI-overestimation reported higher values than participants in the AI-underestimation condition.

Finally, we investigated whether participants could explicitly state which of the two sources (AI vs. Human) was the more accurate. Our sample included 121 respondents who considered the AI more informative, 21 the human, and 14 neither of the two. A Chi-square test confirmed that participants considered the AI as significantly more informative than the human or the option “neither the human nor the AI”, X²(2, 156) = 137.81, p < .001. Thus, participants were aware of their perceptions of AI’s being more informative in this task.

4. Study 2

Study 2 investigated the social influence of human vs. non-human agents through a subjective task. The task involved selecting between competing concepts to describe best the evocative content of a series of 8 images. Competing concepts were provided simultaneously by an AI and another human. Study 2 main aim was to test the possibility that when subjectivity is involved, another human being influence would still be preferred to that of an AI. In doing so, we tested a boundary condition for the results of Study 1.

4.1. Methods

4.1.1. Sample

We run an a priori power analysis for a paired sample t-test setting a small effect size (d = 0.25; based on Study 1 results), a conventional power level at 0.80, and alpha at 0.05. The result of the analysis suggested including at least 101 participants in the sample.

Participants were recruited using the same channels of advertising as in Study 1. Overall, 118 persons accessed the online study on Qualtrics. Sixteen did not complete the study reducing the sample to 102 individuals (females 62 % M_age = 25.31, SD = 9.57). All participants were Italians but one Moldovan and one Swiss.

4.1.2. Procedure

Study 2 was composed of a single stage with eight trials. Each trial presented an evocative image taken from the card game Dixit (Libellud, 2008; see Fig. 2 for an example) without time limits. We used images taken from previous studies (Salomons et al., 2018; Salomons et al., 2021) to implement subjective tasks. Each evocative image was associated with two concepts ostensibly provided by an AI and a human as the best description of the picture. For each image, we identified two concepts plausibly associated with the figure. Then, we asked two research assistants, blind to the study’s hypotheses, to evaluate whether one of the two concepts represented the image more. None of the presented concepts was perceived as more representative than the other. However, to further reduce the possibility that a more representative concept could be always associated with the same agent, we randomly assigned each concept across participants to the AI or the other human.

Under each image, we presented a 11-point Likert scale with the two associated concepts at its extremity. The scale was represented as a continuum from 1 “extremely representative of concept A” to 11 “extremely representative of concept B,” with 6 associated with “concepts describe the image in the same way/ neither of the concepts
describe the image.” Participants had to rate to what extent the image represented either of the two concepts. The order of presentation of the images was randomized across participants. Our data thus allowed for a within-subjects comparison of the selected outcome.

4.1.3. Measurements

To assess participants’ conforming behavior, we operationalized an index of influence for the AI and one for the human. We calculated these indices simplifying the operationalization used in Study 1. Specifically, the AI’s index of influence was calculated as the absolute value of the difference between the participant’s response and the value associated with the AI’s response (i.e., 1 or 11 based on which extremes of the continuum the source was collocated). Then we created an overall index of AI influence as the mean of the eight trials value of influence. We replicate the same operationalization for human influence. In doing so, we obtained two indices of influence, one for human influence and one for AI’s influence. Lower scores resulted from a smaller distance between participant’s and source’s rating concepts, thus, lower scores were associated with a stronger influence from the source.

Finally, the same brief survey that ended Study 1 was adopted for completing Study 2 (i.e., selecting which agent was the most accurate, explaining why in an open-ended question, and providing sociodemographic information).

4.2. Results

We conducted a paired sample t-test comparing how much the participants were influenced by the other human and the AI during the single direct influence stage. We observed a significant difference between the influence exerted by the human (M = 4.74, SD = 1.12) and the influence exerted by the AI (M = 5.26, SD = 1.12); t (102) = −2.33, p = .022, d = −0.23. Considering that lower scores state higher influence, participants displayed greater conforming behavior to the human than to AI.

Then, we investigated whether participants also perceived explicitly one source as more informative than the other. The sample included 45 respondents who considered the human as more informative, 29 the AI, and 28 neither of the two. A Chi-square test showed that participants did not report one of the agents as being more informative, X² (2,102) = 5.35, p = .069.

5. General discussion

The advent of the digital age can also impact the classic processes of social influence. On the one hand, humans can frequently interact in online environments (from video calling platforms to the metaverse), which can introduce elements of similarity and difference compared to offline, face-to-face interactions. On the other hand, non-human agents (e.g., chatbots, social robots) can constitute direct sources of social influence and compete with other human beings to produce conformity in people. This second perspective was the focus of the present work. Our research shows that non-human agents can exert social influence on humans and that people are sensitive to the match between the type of influence source and the type of task in the context of informational social influence.

In Study 1, we presented a dot estimation task in three different stages to our participants. In the first stage, we collected a baseline of participants’ responses. Then, during the direct influence stage, participants reported their estimation again, but this time after reading the human’s and AI’s estimation. We observed how the agents’ responses directly influenced participants in this stage. Specifically, our findings suggest that during an objective task, such as a dot estimation, the AI is perceived by humans as more informative, leading to greater conforming to AI than other humans. We choose a difficult task to elicit more uncertainty, thus increasing the likelihood of informational social influence (Salomons et al., 2021). Besides ambiguity of the task, another pivotal factor in informational social influence is the perception of the influence source as an expert (Cialdini, 1987). As mentioned above, people are subjected to informative social influence because they do not know the correct answer/behavior in unclear situations, thus the expert’s actions should be perceived as the most informative. Thus, the influence we observed in the objective task may be due to the perception of the AI as more proficient in analytic tasks. This assumption is corroborated by the previous literature on the social perception of non-human agents (Glikson & Woolley, 2020; Gray et al., 2007; Sundar, 2008). Gray et al. (2007) have shown that non-human agents are generally considered incapable of experiencing feeling and emotion but capable of rational thought and planning, restricting their expertise to analytical capabilities.

Furthermore, as highlighted above, the MABA-HABA (“Machine Are Better At vs. Humans Are Better At”; de Winter & Dodou, 2014; Glikson & Woolley, 2020; first described in Rappaport, 1970) theory aligns with our findings. According to the MABA-HABA framework, non-human agents have advantages over humans in specific domains (e.g., calculation, analytic task), whereas in other domains (e.g., emotional thinking), human capabilities outreach non-human’s ones. Thus, non-human agents can be perceived as more informative in an objective task, leading to more conformism in their answers, as we observed in the current findings. Indeed, when we explicitly asked which agents were the most accurate, a significant majority of the participants chose AI. This result supports the idea that the conforming behavior that we observed was due to the perception of AI as more informative. Moreover, our results are in line with participants’ responses to our open-ended question about the reasons why they perceived one agent as more accurate. For example, one participant wrote, “An AI can have an infinitely superior computing power to that of humans”. Another participant stated, “For the human being it is difficult to count in a very short time. Artificial intelligence is faster because it is programmed to do so”. Furthermore, of the 121 participants who reported the AI as the most
accurate, 89.2 % (69.2 % of the whole sample) specified in the open question that the accuracy of the AI derived from its analytic capabilities, supporting our assumptions.

Moreover, we found that participants continued to be influenced by AI’s answers when the agents’ influence was removed. In the third stage, participants were willing to change their first impression (baseline stage) following the exposure to the agents’ estimations. Similar results were observed in a replication of Sherif’s (1937) study conducted by Bovard (1948). The structure of the study was the same as the classic study, but, on this occasion, participants were re-contacted 28 days after the experiment, and they repeated the autokinetic task without the group. Although they were alone, participants continued to report the answer that emerged from the group almost a month early, showing how informative influence can persist over time (and the power of the group norm over the personal one). Brandstetter et al. (2017) observed similar results on robot social influence on human language. Participants’ language not only was influenced by the non-human agent, but this influence also lasted beyond the time of interaction when the non-human agent was absent. Taking together, these results can be seen in the light of the nature of informative social influence. Indeed, unlike normative social influence, people undergo informational social influence even in the absence of the source because they can truly think that the behavior/answer they are conforming to is the correct one. Our findings add to the literature showing that indirect social influence can occur not only when a human is the source but also for non-human agents.

Study 2 suggested that a person tends to conform more to another human (vs. AI) when facing a subjective task. Once again, the MABA-HABA theory comes to support our expectations. Indeed, according to this framework, humans are thought to perform better in tasks that require social or emotional intelligence, such as understanding the meaning of an image. However, our findings seem to conflict with a recent study conducted by Salomons et al. (2021), where non-human agents were capable of conformity in a subjective word-card matching task. The authors found that participants believed that the non-human agents were as proficient as themselves in the proposed task, although “robots do not usually perform well at high-level tasks such as understanding the meaning of images” (Salomons et al., 2021, p. 15:18). Indeed, their perception of non-human agents’ capabilities explains why they conformed to non-human agents despite the mismatch between the agent and the task type. Nevertheless, Salomons et al. (2021) did not present a human as a competing source of influence. Therefore, it is possible that, when allowed to compare directly human vs. non-human agents, people would see more differences in terms of imaginative abilities. Looking at the open-ended responses we collected, we found some insight supporting the assumption that the other human exerted more informative social influence because of the assumed superior emotional capabilities. For example, one participant wrote, “[In human responses] there is more subjective and emotional conception, a missing component in AI.” Another participant wrote, “[the human being’s] language uses more the emotional sphere than a technical datum such as artificial intelligence.” Therefore, humans’ abstractive and emotional abilities might explain why we observed greater social influence (than the non-human agent) in the subjective task.

5.1. Limitations and future direction

There are some limitations regarding the current study. Our study did not measure mental states attributed to agents of influence. Future studies should consider the role of the attribution of mental states (anthropomorphism; Riva et al., 2015) both in terms of individual differences (moderator) and as a mechanism (mediator) that explains the conformity of a given agent. Moreover, future studies should also test whether, even in the subjective task, the influence persists when the sources of influence are no longer present.

The second limitation concerns the non-human agent chosen for the study. We decided to use an AI as a non-human agent to maximize the results’ comprehensiveness to other non-human agents. Despite this, AIs can be programmed to perform different tasks, so not all AIs can be equally proficient in dot-counting or image recognition. Furthermore, in their review of studies on non-human agents, Glikson and Woolley (2020) observed how specific non-human agents (e.g., chatbots, AI, robots) are more or less influential based on their characteristics. Therefore, future research could propose a similar study but take into consideration how the influence exerted by the agent can vary depending on which specific non-human agent is presented. Considering that previous experience with a specific non-human agent is a key factor in conforming with the agent (Glikson & Woolley, 2020), familiarity in interacting with the agent could be a factor to be added to future studies.

Ultimately, in the years to come, the development of non-human agents will likely increase, and future generations of AI will probably exceed the capabilities of current AI. For example, future AI could be endowed with high abstractive abilities managing to perform well at high-level tasks such as the subjective task proposed by us. The results of our study could, therefore, not be generalizable over time but be specific to the present historical time. Something similar happened to Asch’s studies of conformity. A review of Asch’s replications has found that, over the years, people tend less and less to conform and move further away from Asch’s initial results (Bond & Smith, 1996). For this reason, it will be important to keep investigating the social influence provided by human and artificial agents in the future decades to detect their role and possible changes over time.

6. Conclusion

Our research might offer new insights into social influence processes in the digital era. The results showed that people can conform more to non-human agents (than human ones) in a digital context under specific circumstances. For objective tasks eliciting uncertainty, people might be more prone to conform to AI agents than another human being, whereas for subjective tasks, other humans may continue to be the most credible source of influence compared with AI agents. These findings highlight the relevance of matching agents and the type of task to maximize social influence. Our findings could be important for non-human agent developers, showing under which circumstances a human is more prone to follow the guidance of non-human agents. Proposing a non-human agent in a task in which it is not so trusted could be suboptimal. Conversely, in objective-type tasks that elicit uncertainty, it might be advantageous to emphasize the nature of the agent as artificial intelligence, rather than trying to disguise the agent as human (as some existing chatbots tend to do). In conclusion, it is important to consider, on the one hand, that non-human agents can become credible sources of social influence and, on the other hand, the match between the type of agent and the type of task.
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