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Abstract.! One of the basic issuesto facein Multi-Agent Systemsis effectively imple-
menting cooperation among agents. To thisaim, anot trivial problem hasto be solved:
Among a (possible large) number of agents, how to detect which agents are promis-
ing candidates for cooperation? In this chapter a new approach for dealing with this
problem is proposed. We define a formal model for representing agents and a num-
ber of semantic properties exploited for detecting fruitful cooperation. On the basis
of this model we design a Multi-Agent System, called SPY, capable of managing and
supporting cooperation in the agent community. The system learns semantic proper-
ties by monitoring the user behavior in such a way that it adapts its response to user
expectation.

1 Introduction

Cooperation is often considered as one of the key concepts in Multi-Agent Systems (often
denoted by MAS) [19, 12, 13, 18, 11, 35, 4, 15]. Indeed, each agent, in an agent community,
does not have to learn only by its own discovery, but also by exploiting knowledge coming
from other agents. Cooperation is usually implemented by integrating multiple (even hetero-
geneous) knowledge sources [2, 3, 26, 25, 22, 31, 5, 36]. But a basic problem concerns the
coordination of agent behaviour in order to meet both the knowledge of the interest domain
and the individual requirements. For this purpose, learning and adaptation are considered
essential by many researchersin thisfield [32, 8, 28, 34, 29]. In order to realize such a coop-
eration, some techniques developed in the field of Machine Learning has been introduced in
various Multi-Agent Systems[20, 9, 21, 10, 33].

This chapter gives a contribution in this context. Basically we study the following prob-
lem: Take a network of agents, each supporting a user, and let the individual knowledge of
each agent be an ontology embedding also knowledge about the user behavior. When a user
would contact other agents, in order to integrate their ontologies with that of her/his agents,
or, in other words, when a user ask for cooperation of other agents, how she/he can select,
among the universe of possible agents, the most appropriate ones?

For giving a solution to the above problem we propose a formal framework in which
we represent by quantitative information a number of semantic properties that we consider
important for detecting fruitful cooperation. Such properties take into account both structural
similarities among agent ontologies, user perception, and attraction power of agents in the
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community. Potentially appropriate agents for cooperating with an agent, say a, of the net,
are obtained by solving a linear system. The solution of such a system provides the user of
a with anumber of agent lists, each containing the most appropriate agents for cooperation,
from which the user can choose agents she/he want to contact for supporting her/his activity.
The multiplicity of such choice lists depends on the multiplicity of the properties that can be
used as preference criteria. Users are free to use the suggested lists even partially, or to ignore
them. In any case, user’s behaviour induces a modification of some coefficients (describing
reactive properties) in such a way that lists suggested in the future are (hopefully) closer to
real user needs. Therefore, the system learns from user’s behaviour about how to provide
her/him with suggestions meeting as much as possible their expectancy.

On the basis of this model, we design a Multi-Agent System with a client-server archi-
tecture: Client agents, possibly cooperating with one another, support user activity, while the
server side coordinates cooperation. Among all possible applications, we have considered the
case of agent cooperation for helping the user in retrieving information. The user is provided
with a set of recommendations that are generated both by her/his agent and by agents the
system has detected as promising for cooperation.

The chapter is organized as follows. Section 2 relates our work with other proposals. Sec-
tion 3illustrates how individual knowledge of agentsis represented in our model. Section4 is
the core of the chapter, since it describes which semantic properties we represent and how we
model and solve the problem of cooperation. Section 5 describes how cooperation between
two agents is implemented, that is the integration of the two respective knowledge bases. In
Section 6, the system SPY, implementing the cooperation model, is presented. Section 7 gives
a practical description of a system execution session and some discussion about the system
behavior. Finally, Section 8 gives the conclusions.

2 Reated Work

In the context of Machine Learning approaches, [34] illustrates the progress made in the
available work on learning and adaptation in Multi-Agent Systems, and provides a general
survey of Multi-Agent Systems using adaptation and learning. In [32], a demonstration of
how reinforcement-learning agents can learn cooperative behavior in a ssmulated social en-
vironment is provided, specifying that if cooperation is done intelligently, each agent can
benefit from other agents instantaneous information, episodic experience and learned knowl-
edge. [8] concerns with how a group of intelligent agents can work together in order to solve
a problem or achieve a common goal, by using Machine Learning techniques to refine their
knowledge. An example of a practical situation that needs to be modeled in a group of agents
is presented in [28], where a probabilistic reciprocity mechanism is introduced to generate
stable and cooperative behavior among a group of self-interested agents. In [30], authors
identify procedures and environments under which self-interested agents may find it ben-
eficial to help others and point out that sharing of experiences about other agents among
reciprocative agents will limit the exploitative gains of selfish agents.

A large numbers of Multi-Agent Systems using learning techniques have been proposed
in literature. Among these, we cite some significant proposals:

e In[26], alearning system, called COLLAGE, that endows the agents with the capability
to learn how to choose the most appropriate coordination strategy from a set of available
coordination strategy, is presented.
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e Amalthaea [21], that is an evolving Multi-Agent Ecosystem for personalized filtering,
discovery and monitoring of information sites.

e [10] presents an information retrieval system where a multi-agent learning approach to
information retrieval on the Web is proposed, in which each agent learns its environment
from the user’s relevance feedback by using a neural network mechanism.

e In [20] a system of collaborative agents is proposed, where the collaboration among
agents assisting different users is introduced in order to improve the efficiency of the
local learning.

e The system Challenger [9], consisting of agents which individually manage loca re-
sources and communicate with one another to share their resources in the attempt of
utilizing them more efficiently, in order to obtain desirable global system objectives.

e [33] presents a multi-agent architecture applied to Cooperative System Engineering, use-
ful in modeling activities and providing support to cooperative tasks.

e In[6, 7] the authorsintroduce a principle, called Win or Learn Fast (WOLF), for varying
alearning rate in a new reinforcement learning technique. They examine this technique
theoretically and also present empirical results on a variety of more genera stochastic
games.

e [27] ams to establish a mechanism that enables agents to cope with environments that
contain both selfish and co-operative entities, where the mixture and the behavior of these
entities is previously unknown to all agents. Authors achieve this by enabling agents to
evaluate trust in others, based upon the observations they gather.

Such techniques open, on the one hand, the possibility of integrating individual agent
knowledge for acquiring an enhanced knowledge of the environment. On the other hand,
they consider the problem of determining which agents are promising candidates for suitable
knowledge integration, but, differently from our approach, none of them proposes automatic
techniques for solving such a problem.

We point out that in the above approaches the knowledge involved in the cooperative
exchange is not stored in a complex data structure, but it generally consists of unstructured
elementary information about both the environment and the various actions performed by the
agents. But an important issue recently emerged in the MAS field deals with the necessity
of organizing the available knowledge in ontologies [23, 16, 17, 14], that are sophisticated
content oriented data structures.

3 TheKnowledge Bases

Throughout the chapter we refer to a given set of agents A of cardinality n and we suppose
that all agentsin A can cooperate with each other. Thus we can see the set A as a undirected
complete graph of agents whose arcs represent possible cooperation. W.l.0.g., we identify
agentsin A by the cardina numbers {1, ...,n}.
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3.1 An Ontology for describing the domain of interest

Since we consider only homogeneous agents, we suppose that a unique environment is asso-
ciated with our agent net. We represent such an environment in our model by a set of objects.
For the rest of the section we consider a set of objects O as given.

A domain D on O is a set of classes of objects. We suppose that a suitable semantics
underlying the classification provided in adomainis given. The notion of domainisformally
defined next.

Definition 3.1. A Domain on O, denoted by D , isaset D C 29 such that both: (1) Yo € O,
{0} € D, and (2) there exists an element r of D, called the root such that, Yo € O, o € r.
Elements of D are called classes.

In words, a domain is a set object classes containing, at least, a root class collecting all
the objects of O and, for each object o of O, the singleton class {o}. Throughout the rest of
the section, we assume adomain D on O as given.

Set containment induces a partial ordering among elements of adomain D. A domain D
plusthis ordering in called ontology.

Definition 3.2. An ontology on D, denoted by O, is a partidly ordered set (D, C). The
ontology graph of Op, isadirected graph G(Op) with set of nodes coinciding with D an set
of arcs A defined as the binary relation obtained as transitive reduction of the relation C of
Op?. Thenoder of G(Op), wherer istheroot of D, iscaled root of G(Op).

Note that, as a consequence of item (2) of Definition 3.1, each non-root node is reachable
from theroot r of G(Op). Furthermore, by item (1) of Definition 3.1, nodes of G(Op) with
out-degree 0 coincide with singleton classes of D. An ontology based on a generalization hi-
erarchy issuitable for representing many real-world situations, like the topicsin Web engines
and in Web sites, the items in e-commerce, the staff hierarchy of an organization and so on.
It isworth noting that thisis not the only possible choice for representing the environment of
agents. Indeed, in different contexts, as semi-structured data in Web documents, other kinds
of ontologies may be better suited (for example OEM-graphs [1], SDR-networks [24], etc.).

3.2 The Local Knowledge Base

The ontology represents the common knowledge about the environment in which the agents
work. However, each agent may have a partial view of the ontology representing the portion
of the world the user monitored by the agent selects by her/his activity. Inside this portion of
the ontology, different priorities for the classes can be inferred by exploiting user behaviour.
Thisisencoded in the notion of the Local Knowledge Base (LK B for short), defined next.

Definition 3.3. Given an ontology Op on D and an agent a, aLocal Knowledge Base LK B*
(of a on Op), isapar (G, p*), such that: (i) G* = (N*, A*) isa sub-graph of G(Op) (i.e,
N® C D, A* C A) containing the root r of G(Op) and such that eachn € N isreachable
in G* from r, and (ii) p isafunction, called priority function, defining area weight ranging
from O to 1 associated to each arc (4, j) of G such that:
i) = Cij
(i J) ZkeAdj(z‘) Cik
2(A, B) isin the transitive-reduction of C iff A C Band AC suchA C C andC C B.
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where Adj(i) isthe set of nodes adjacent to 4, and for each k € Adj(i), c; counts how
many times the user of a has selected an object (that is, aleaf node) through a path selection
including the arc (7, k). Note that coefficients ¢;; in apath (r, i1, ...i,) are updated only when
the leaf node i,, corresponding to a single object of the domain, is selected. The root r of
G(Op) isalso caled the root of LK B*.

A Loca Knowledge Base, representing the local view of the agent, is then obtained by
extracting a sub-graph from the ontology graph including all the classes accessed by the user
(and thus at least the root node). Moreover, arcs of the so obtained graph are weighted for
assigning highest priority to most accessed classes.

4 Extraction of the Semantic Properties

Besides hig’her local agent, each user looks at the other agents of the net as a source of po-
tentially interesting information in order to enrich the support to his’her activity. Interest in
agents can be defined by considering some semantic properties. Such properties, useful for
driving users choices are of two types: (i) local properties, taking into account information
stored in the LKBs, and (ii) global properties, merging local properties with external knowl-
edge extracted from the general context. An important feature of the model is that the merge
performed in the construction of global propertiesis based on an adaptive learning technique
involving some parameters by which the user behaviour istaken into account. In other words,
global properties exploit an important kind of properties (encoded in a number of parame-
ters) directly reflecting reactions of usersto system advice. We call such additional properties
reactive properties. Next we describe the set of properties used in the model.

4.1 Local properties: Similarity

The only local property we consider is the property we call similarity between two agents
¢ and 7, representing a measure of the similarity of the two corresponding LKBs. Such a
coefficient isarea value ranging from O to 1.

Definition 4.1. Let7 and j betwo agents. Let G* = (N, A?) and G7 = (N7, A7) be the two
graphs of their LKBs. Let p° and p’ be the corresponding priority functions. We define the
similarity S;; between ¢ and j as:

1
Sijzl—m Z Yhk

(h,k)e ATUAT

where

_ [ 1P (k) = p(hk) | if(hk) € AN AT
Thk = { 1 otherwise.

Observe that the term m > hryeaivai The iN the expression defining S;; (for two
agents and j) represents adissimilarity between agentsi and j. Thisis defined as a mean of
anumber of contributions~;, each correspondingto an arc (h, k) belonging tothe set AU A7 .
For common arcs of the two LK Bs, that is, arcs belonging to the intersection between A* and
Al v, is the difference (in absolute value) between the respective priority functions (note
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that such adifferenceisareal valueranging from 0 to 1). In words, common arcs can be view
as “homologous’ arcs, and their dissimilarity measures how much these arcs differ in terms
of weight. For the remaining arcs (h, k) ¢ AN A’ , we assign the value 1 to the coefficient
i INdeed, an arc belonging to A* but not belonging to A’ has not a“homologous” arcinthe
LKB graph of the agent j (and vice versa), and thus thisis the case of maximum dissimilarity,
leading to a contribution (to the overall dissimilarity) saturated to the value 1.

4.2 Global Properties: Interest and Attractiveness

Recall that global properties merge local properties with knowledge extracted from the con-
text. In this section we introduce the notion of interest coefficient, representing just a measure
of the global properties of a given agent as perceived by another one. Hence, for a pair of
agents ; and 7, the interest coefficient, besides the similarity between ; and 7, must take into
account also knowledge extracted from the context. But which kind of contextual knowledge
has to be considered as meaningful?. The choice we make in our mode is the following:
The knowledge extracted from the context, used by the agent 7 for defining the interest co-
efficient ;; w.r.t. another agent j, is a measure of the global interest of all the other agents
(different from 7) w.r.t. the agent j, that is a measure of a sort of attractiveness of the agent
j as perceived by the agent 7. Recalling that the interest, besides the contextual knowledge,
must take into account also the local knowledge (that is, the similarity), the above definition
of contextual knowledge leads to require that, for eachi € A\ {;}:

Lij = ¢ij(Sijy i ({Inj | k # 4, 7})) D

where 11;; and ¢;; are suitable functions yielding real valuesfrom O to 1. In particular, /.;;

returns a measure of the attractiveness of the agent ; detected by the agent 7 from the value

of theinterest coefficients of all the agents (different from ¢) w.r.t 5, while ¢;; combines such

ameasure with the similarity S,;. Clearly, the function ¢,; plays also the role of weighing the
importance for the agent 7 of the local knowledge w.r.t. the contextual one.

For 1;; and ¢;; (where i and j are two agents) we adopt in our model the following
choices: (i) 1;; is afunction returning the average of the interest coefficients of all the other
agents different from j, (ii) ¢;; isafunction computing alinear combination of the similarity
coefficient between i and j and the attractiveness of j w.r.t i. Applying the above definitions
for p;; and ¢;;, (1) becomes the following linear system:

Vie ANGY (= (B Sy+ (1= P)- Sy 35 Teemn 1) @

where v;; and P;, for each i € A\ {j}, are adaptive parameters ranging from 0 to 1
representing a measure of reactive properties that we suppose to be learned from the user
behaviour. 1;; plays the role of a reducing factor, filtering the advice of the system on the
basis of the user behaviour, while P; measures the importance that the user givesto the local
knowledge (similarity) w.r.t. the contextual one. Note that both +/;; and F; can be estimated
once the reactive properties are defined. We deal with this issue in the next section. Thus,
given an agent j, any value assignment to the interest coefficients of all the other agentsw.r.t.
j must satisfy (2). The next theorem shows that, for every value of the parameters occurring
in (2), there exists a unique solution of the linear system (2), that is a value assignment to the
interest coefficients satisfying (2). Obviously, such a solution can be polynomially computed.
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Lemmad4.1. Givenanagent j € A and aset of 3-tuples of [0, 1] real coefficients {(P;, 1;;, Si;) |
i€ A\ {j}ANVh e A\ {j}, P # 0V ¢y; # 1V S;; # 1)}, then there exists a unique
solution of the system (2).

Proof. The lemmaistrivialy truein case 0 < n < 2. Thus, we have to prove the clam
for n > 2. Tothisaim, it is sufficient to show that the rank » of the coefficient matrix H of
(2) isfull,i.e.,, r = n — 13. W.l.o.g., just for notation convenience, we suppose 1 < j < n.
The coefficient matrix H is.

_ .G, . 1=k .G, .. 1=h
1 7/)11 Sl] n—2 wly Sl] n—2

1-P, 1-P,
@Z)nj . Snj . n_2" @Z)nj . Snj . n_2" —1

We proceed by contradiction supposing that » < n — 1. In such a case, there exists a row
¢+ of H that can be expressed as linear combination of the other rows by means of n — 2
coefficients, say a,, h = 1..n, h # i, j. In particular, for the diagonal element H (i,i) = —1
the following holds:

1-—P,
n—2

H(Z,Z) = Z ¢hj . Shj . ap = —1. (3)

h=1..n,h#i,j

For the other elements H (i, t) of therow i, wheret = 1..n, t # 1, j, we obtain:

, 1- P 1-P,
H(Z;t):@/)tj'stj'r;:—aﬂr Z”whj'shj'm'ah (4)
h=1..n,h#i,j,t
that is:
Vi Sy g = —a (T Sy 7g) + (5)
+ Zh:l..n,h;ﬁi,j Unj - Shj - % " -
Exploiting (3), (5) becomes:
1-F 1-F

wtj'stj'm:_at'(1+wtj'stj'm)_1 (6)

from which we derivethat a; = —1. For symmetry, a, = —1foreachh = 1..n, h # i, j.
As a consequence, (3) becomes:

1— P,

Z”whj'shj'n_2:1- (7)
h=1..n,h#i,j

Hence, we have reached a contradiction, since by hypothesis for each h, either P, > 0 or

Ynj < 1orSy < 1.Thus, (7)isfasesince Y, i tnj - Shj - o2 < 1.

Theorem 4.1. Givenanagent j € A and a set of 3-tuples of [0, 1] real coefficients {(P;, 1i;, Si;) |
i€ A\{j}A(Vh € A\{j}, P, # 0V #1VS;; # 1)}, there exists a unique (n—1)-tuple
of [0,1] real values S = (11, ..., Ij—1yj, L(j11)4, - - - Inj) satisfying (2).

SRecdll that thesizeof Hisn — 1
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Proof. Existence and uniquenessis ensured by Lemma4.1. Thus, we have only to prove
that 1,;, for each h € A\ {j}, belongs to the interval [0, 1].The theorem is trivialy true in
case 0 < n < 2. Thus, we have to provethe claim for n > 2.

I,; > 0, for each h € A\ {j}. Westart by proving that 1,; > 0, foreach h € A\ {j}.
In particular, we show that theset V; = {h € A\ {j} | I; < 0} isempty. We proceed by
contradiction, supposing that V; # 0. Let W; = {h € A\ {j} | In; > 0}.

(2) can be rewritten as follows:
P;
TG‘/J‘ TGW]‘ ]

1
Lij = 1y - Sij - (PmL

1 ) _Pz 1
Iij'< 1/)] ! (2 )>:1/)z'j'5ij' P+ —

thus:

Z[r]+ Z [rj

rev; reW;

Now, posing a;; = 1 + M and applying the summation for each i € V;, we

obtain:
Pi
SR DD IR
T‘EV}‘ T‘EW]‘

Zfz]—zw” Z]'( i+

eV eV

from which we derive:

1€V 1€V reW;

% z 1_ ¢z z l_f)z

Posingb; = 3, LuSuU=h) Yicv; ﬁ we obtain:

ZEV}‘ aij-(n72) 5, (1=P;)

d o= 1 Z wz]a” i ( Z 1”> (8)
rev; iev; Y rew;

Since V; is not empty by hypothesis, ZTGV ; < 0. As aconseguence, (8) isfalse, since
its right- hand term is greater than or equal to 0. Indeed asit can be easily verified, b; < 1.
We have thus reached a contradiction and hence the set V; must be empty. It remains to prove
thet 7,; < 1,foreachh € A\ {j}.

I,; < 1, for each h € A\ {j}. We shall demonstrate that the set M/; = {h € A\
{7} | I; > 1} is empty. We proceed by contradiction, supposing that A/; # (0. Let N; =
{he A\ {5} Iy < 1},

First observe that A/, cannot be a singleton. Indeed, if in the atuple S = (I;,...,
Ii—1yj, I 41y, - - - Inj) just one element, say it 1y, is greater than 1, then (2) is not satisfied,
aStnk - Sk - (P + (1= Py) - =5 > reavingy k) < 1.

Thus, we have to consider only the case | M;| > 2. Denote by s the cardinality of A7;.
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First, rewrite (2) asfollows:

1-P,
Ly =i Sy | Pt — | D I+ D I — Ly

reM; reN;

thus:;

(1-P) 1P
fij'<1+1/)ij'5ij'ﬁ = tij - Sij - PH_n—Q' Z[rj—i-zfrj

reM; reN;

Now, posing a;; = 1 + ¢ - Sij - (17%;) and applying the summation for all € M, we
obtain:

7 [ _Pz
Z[w Zw] - i+1n—2. ZI’"jJrZI”'

ZEM ZEM T‘EMj TEN]‘

from which we derive:

7/% z 1_P 1/)2 7, 1_P7,
Z[’J I_Z J ] 2)) Z Fig Qi i+n_2'zlrj

i1EM; i1EM; i1EM; ] reN;

—— VijSi-(1-P) _ 1 .
POSING b = D iens;, o ) = 2ie; e have:

ZL,] l—b’ wa ij Pi"’_ln__ii'zl’"j 9)

reM; JieM; TEN;

The right-hand term of (9) is upper-bounded by

1 1-P
2o |\ Bt 2

iEMj n—2 TENj

In turn, the latter is upper-bounded by:

1
> TiE

iEM]‘ n—2

sincleeN Ii<n—s<n-—2.
But, vaCA < 1, for eachi € M, and, thus, the right-hand term of (9) islessthan s. As

2

a consequence (9) isfalse, since ) . M, I,; > s and thus we have reached a contradiction.
This concludes the proof.

The aboveresult alows usto define the interest coefficients list of an agent j asthe unique
solution of (2).
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Definition 4.2. Given an agent j € A, the interest coefficient list of j isthe unique (n — 1)-
tuple of real values (I, ..., Ij—1);, Lj+1)j, - - - Inj) Satisfying (2). Given an agent i # j, the
interest coefficient of ¢ w.r.t j isthe value I;; occurring in the interest coefficient list of ;.

Besides the interest property, from the knowledge of the interest coefficients lists, agents
can exploit a second type of property. Indeed, an agent can compare different agents on the
basis of their attractiveness coefficient, representing the component of the interest capturing
only the contextual knowledge.

Definition 4.3. Given a pair of agents 7, € A, the attractiveness of j perceived by i, is
the real coefficient A;; (ranging from 0 to 1) defined as: A;j = 15 >, 0\ pi ) Trjr Where
(Iij, - Ij—1y5, Ij11)5, - - - Inj) istheinterest coefficients list of the agent ;.

4.3 Choice Lists

Suppose the user of an agent 7 has the intention of contacting other agentsin order to establish
a cooperation. Suppose the similarities between 7 and every other agent is known as well
as both the interest coefficient of 7 w.r.t. every other agent and the attractiveness of all the
agents perceived by i. As previously discussed, such values can be effectively computed
once a number of parameter are set (actually, they can be suitably initialized and updated
by learning from the behaviour of the user, as we shall explain in the sequel). Thus, three
agent lists can be presented to the user i associated to the agent 7, each associated with one
of the properties similarity, interest and attractiveness. We denote these lists L 5 (i), L,(i), and
L (7). Ls(i) (Lg(i), La(3), resp.) isthelist of then — 1 agents j (different from 7) ordered
by decreasing similarity (interest, attractiveness, resp.) coefficient S;; (Z;;, A;;, resp.). When
the user 7 chooses an agent j from the list Lg () (L; (i), La(7), resp.), it means that she/he
perceived only the property of similarity (interest, attractiveness, resp.) about the agent ;.
From the choices of the users, useful knowledge can be thus drawn, which is potentialy
usable as feedback for correcting advice given to them. This issue is discussed in the next
section.

4.4 Reactive Properties

For reactive properties we mean properties describing reactions of users to the suggestions
received from the system at a given time, that must be taken into account for adapting future
responses of the system. We implement such adaptation of the system to the user behaviour by
including into the interest coefficient definition (see Section 4.2) some specific coefficients
that are automatically updated during system running. In this section we describe both the
role of such coefficients and the rules defining their adaptation to user behaviour. Recall that,
given apair of agents ¢ and j, for defining the interest coefficient 7;;, two parameters P; and
;; must be set. They are real parameters ranging from 0 to 1. P; encodes the preference
property and is called preference coefficient of the agent 7, while +);; is the product B;; - C;;
between the benevolence coefficient B;; and consent coefficient C;;, resp., of 7 w.r.t. j. Recall
that, given an agent i, by L¢(i), L;(i), and L 4(7), we denote the three choice lists presented
to the user of agent 7 by the system.

The Preference Property. It isdescribed by areal coefficient ranging from 0 to 1, denoted
by P;, and called preference coefficient. The property measures how much for an agent i the
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similarity is more important than the attractiveness property for defining global properties.
It is easily recognizable that in the definition of interest given in Section 4.2 the coefficient
P; plays just this role. Now we define how the coefficient P; is updated. Suppose that at a
given time the user of the agent : makes a selection of agents. Denote by ST; (SS;, SA;,
resp.) the set of the agents that the user has selected from the list L; (i) (Ls(z), La(7), resp.).
Such choices are interpreted in order to define how to update the coefficient P;. Thereasoning
we adopt is the following: the ratio between the number of agents selected according to the
similarity property and the total number of selected agents, provides us a perception of the
importance the user givesto the similarity versus the attractiveness. Thus, such aratio could
be used for evaluating the new value of P;. How to infer the number of agents selected for
their similarity? Certainly all theagentsof S'S; are chosen for their similarity. On the contrary,
it is reasonably assume that agents of S A; do not give any contribution to the above number,
since they has been chosen only on the basis of the attractiveness property. What about agents
in SI;?Here, the choice was done on the basis of the interest property, which mixessimilarity
and attractiveness. But we can use the old value of P; for inferring which portion of S7; has
been chosen for the similarity. And this is coherent with the semantic we have given to the
preference coefficient. Thus, the total number of agents chosen on the basis of similarity can
be assumed to be P; - |SI;| + |SS;|. Taking into account the above observations, updating P;
after a selection step is defined as:

1 | SI; | -P+ | SS; | >
J P
2 <|SL»|+|SSZ»|+|SAi|+ |

where | ST; | + | SS; | + | SA; | isthetota number of selected agents. This updating is
obtained by computing the average between the new contribution with the old value of P; in
order to keep memory of the past and avoiding drastic changing of the coefficient.

The Benevolence Property. This property measures a sort of availability of the agent j to
which a user 7 requires to share knowledge. Such a property is used in order to weight the
interest of ¢ w.r.t. j. For instance, an agent ; that recently, and for several times, has denied
collaboration in favor of ; should become of little interest for i. The parameter encoding such
aknowledge is called benevolence coefficient, denoted by B;;, and takes real values ranging
fromOto 1. B;; = 0 (resp., B;; = 1) means the agent j is completely unavailable (resp.,
available) to fulfill the requests of i. The response of j to requests of ¢ updates the value of
B;; according to the following rules:

B min(1l, B;; +0) if j grantsthe request of i
Y| max(1,B;; —6) if j deniestherequest of

where § is a (reasonably small) positive real value.

The Consent Property. This property describes how much the user of an agent i trusts
suggestions of the system regarding another agent j done on the basis of the interest property.
The coefficient associated with this property is denoted by C';; and is called consent coef-
ficient. The updating rules defining how to adapt the coefficients C;; after a user selection
step take into account only the portion of the selection performed on the list L (7). Indeed,
from this portion of the user selection, we can draw information about the opinion of the user
about the suggestions provided by the system. For instance, if the user of 7 completely trusts
the system capability of providing the best suited agent for cooperation by providing the list
L;(7) shefhewill choose exactly only thefirst k agentsappearingin L, (i), where k isthe size
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of the portion of her/his selection extracted from L, (z). Thisisnot in general the case, that is,
some of the k agents chosen from L, (i) do not occur in the set of the first k£ agentsof L, (i).
We defined updating rules by taking into account the above observations according to the
following idea: every agent h chosen by the user from L; (i) produces a gain of the consent
coefficient Cj, if h is a candidate from the system to be selected, produces an attenuation of
C;, otherwise. More formally, given an agent 7 and a selection .S; (set of agents) extracted by
the user of : from L;(i), for each h € S;:

.o min(1,Cy, +6)  if h appears among thefirst |.S;| elementsof L;(7)
" maz (0, Cy — ) otherwise

where § is a (reasonably small) positive real value.

5 Integration of Knowledge Bases

Cooperation between two agents is implemented in our model by the integration of their
LKBs. Thus, the user of an agent 7 which has selected an agent 5 from one of the three choice
lists can exploit the cooperation of ;j by consulting the Integrated Knowledge Base LK B%,
obtained by integrating LK B* with LK B7. We show next how LK B¥ is defined. Once the
LK B has been computed, the integration of the knowledge of the agent ; with that of the
client agent i is simply implemented by replacing its LKB with the new LK B,

Definition 5.1. Leti beanagent. Let L € {Ls(i), L(i), L (i)} be one of the choice lists of
i and j be an agent selected by 7 from the list L. Let G* = (N?, A") and G = (N7, A7) be
the two graphs of their LKBs.

The Integrated Knowledge Base of j in 7, denoted by K B%, isthe pair (G¥, p*), where
GY = (N'"U N7 A" U A7) and p(h, k) (i.e, the priority function) is computed on the
basis of the coefficients ¢y, of the arcs outgoing 4 in G¥ as defined by Definition 3.3. Such
coefficients, according to the semantics we have given to the priority function, are defined as
follows:

Ay if (k) e AT\ A
+cl, if (h k) € Aln Al

where we denote by a superscript the source ontology the coefficients refer to.

e i (h k) € AT\ A
Chk = .
Chi

In words, the coefficient of an arc in the integrated LKB is obtained by copying the cor-
responding coefficient from the source LKB, say it ¢, in case the arc belongs only to ¢, by
summing up the corresponding coefficients, in case the arc appears in both LKBs. The inte-
gration processis further illustrated by the following example.

Example 5.1. Consider two agents ¢ and b working in a musical environment and let L 4
and Ly of Figure 1 be their respective LKBs (for brevity, we do not show in the figure the
common ontology on which the two LKBs are defined). In Figure 1, the LKB L 45 obtained
by integrating the LKBs L4 and Lp is also shown. Observe that, according to Definition
5.1, the coefficients of the arcs (M usic, Rock) and (Rock, Springsteen) in L 45 have been
obtained as sum of the coefficients of the corresponding arcsin L 4, and L g. Indeed, such arcs
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Figure 1: Integration of two LKBs

appear bothin L4 and in L. Moreover, al the other arcs of L 45 keep the coefficient of the
LKB from which they come. For instance, the coefficient of the arc (Classic, Bach) is 5,
corresponding to the value weighting the arc (Classic, Bach) inthe LKB L.

Once the integration processis completed and the L K B has been computed, we update
the LKB of i tobe LK B* = LK BY.

6 TheSPY System Architecture

The SPY system implements the model described in the previous sections. It is based on a
client-server architecture as shown in Figure 2. Cooperation of client agents is coordinated
and managed from the server side (i.e., the Agency). Client agents, possibly cooperating each
other, support user activity. Among all possible applications, we have considered the case of
agent cooperation for helping the user in retrieving information. The user is provided with a
set of recommendationsthat are generated both by her/his agent and by agents the system has
detected as promising for cooperation. The server maintains a copy of the LKB of each agent
in the network, updating it each time a change arises. Figure 2 zooms in on the (generic)
client agent 7, showing its architecture.

It consists of 4 main modules, that are: (1) the Interface, (2) the Knowledge Base Set, (3)
the Knowledge Base Management System and (4) the Agent Manager. We illustrate in details
each of these modules and their function.

(1) Interface. It is the front-end of the client agent and provides the user with tools for vi-
sualizing choice lists (see Section 4.3), selecting agents to which ask for the cooperation
and, consequently, performing the LKB update (by calling the integration procedure). Of
course, in general, the interface must include also tools which depend on the considered
application setting. Recall that, in our case, the chosen application setting is the informa-
tion retrieval. As usual in front-end modules, it is possible to identifies two sub-modules,
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called Sensor and Actuator, the former including all the functions allowing the user to
send request to the system, the latter collecting the functions managing the answer of the
system to the user’s request (see Figure 2). Figure 3 reports a snapshot of the interface
at run time. The button OK, the search box, the tool for selecting agents in the three list
boxes and the button LKB update belong to the sub-module Sensor: When the user clicks
on the OK button, the system is advertised that she/he would like to contact the selected
agents for submitting them the keywords specified in the search box. Furthermore, by
clicking on the button LKB Update, the user may require the integration between her/his
local knowledge base and the set of local knowledge bases of the contacted agents, in or-
der to enrichitslocal knowledge with an external knowledge she/he considers useful. The
box visualizing the three choice list and the box containing the set of recommendations
provided by the system belong to the sub-module Actuator.

Knowledge Base Set. It contains all the information needed for the agent for performing
itstask. Management and update of such an information are carried out by the module (3)
(i.e., the KBMS) which is described bel ow.

As shown in Figure 2, the Knowledge Base Set is composed of the following three sub-
modules:

— the sub-module O D, that is the local copy of the Ontology Domain (recall that it
represents the a-priori knowledge shared by all the agents of the net);

— the sub-module LK B, that is the Local Knowledge Base of the agent 7 (recall that
it embeds the knowledge about how the user explores the Ontology Domain);

— the sub-module Network Knowledge Base (/N K B, for short), which stores the list
of agents of the community and the lists of similarity, attractiveness, and interest
coefficients (S;;, Aij, 1;;, for j # 1) currently determined between the agent « and
al the other agents 5 of the net. Such coefficients, are computed by the Agency ac-
cording to rules defined in Section 4 and transmitted to the client agent each time a
change arises. Recall that the computation of such coefficient needs the knowledge
of preference, benevolence and consent coefficients. These are kept by the Agency
and automatically updated on the basis of the choice list exploitation and the coop-
eration grants/denials performed by the users (according to rules defined in Section
4). Observethat the information stored in the N K B isneeded for providing the user
with the three choice lists.

Knowledge Base Management System (KBMS, for short). It is composed of two sub-
modules, called Knowledge Manager (K M, for short) and Integrator (see Figure 2). The
Knowledge Manager manages and updates data stored into the Knowledge Base Set (de-
scribed above) and communicates with the Agency both for retrieving information about
the other agents of the community (including the LKBs of agents chosen for cooperation)
and for guaranteeing the consistency between local and remote (i.e., server side) data
(coefficients, LKB, etc.). Moreover, the KM communicates with the module (4), i.e. the
Agent Manager for receiving user’s request and sending her/him answers (the functions
of this component are next explained).

The other sub-module, that is the Integrator, is the component which perform the inte-
gration between LKBs of the cooperating agents, according to the procedure defined in
Section 5.
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(4) Agent Manager. This module accepts inputs received from the interface Sensor and from
the Knowledge Manager (see above). This latter information is transmitted (after a suit-
able processing) to the interface Actuator in order to make it available to the user. The
Agent Manager is composed of the following sub-modules:

— the Interpreter, which analyzes the Sensor data and, after having checked their cor-
rectness (by submitting a request to the sub-module Validation Component which
we will next describe), sends a request to the K BM S; the request can be of two
types: either a searching request, or an update request. The former concerns with
the supported application, the latter corresponds to the user’s request of integrating
the LKB of her/his agent with the LKBs of the agents chosen for cooperation;

— the Working Model Component, which stores the list of the legal actions the user
can carry out through the Interface. For instance, the Working Model Component
could contain arule of the type: the user cannot choose more than 10 agents from
the interesting agent list.

— the Validation Component, whose task is deciding whether the request is consistent
with both the Domain Ontol ogy and the Working model of the agent. An exampl e of
failure of such atest isthe casethat the user submit just akeyword not corresponding
to any concept appearing in the Ontology Domain. This task is implemented by
accessing to both the Ontology Domain and the Working Model Component. If the
request isvalid, then it issent to the K BM S'; otherwise, amessage of illegal action
is sent to the interface Actuator.

7 Experiments

In this section we provide a practical demonstration of the system by tracing its execution
during an experimental session. Moreover, we summarize some results obtained from the
analysis of a number of experimental execution sessions.

Consider the case of the Figure 3. A user, named Frank, has selected two agents from the
Interesting Agent list, namely Joan and Paul, and has specified the keyword Orionis in the
Search box. After Frank clicks on the button OK, the Sensor transmits the user specifications
to the Agent Manager. This module generates an updating request to the K BM S (requiring
the update of the preference and consent coefficientsin the NV K B), and then verifies that the
specified keyword both corresponds to a concept of the Ontology Domain and satisfies the
Working Model. Then, the Agent Manager generates a searching request for the K BM S. As
a conseguence, the Knowledge Manager of the K BM S requires to the Agency the transmis-
sion of the LKBs of Joan and Paul. After this, the Knowledge Manager looks for the concept
Orionis in the LKBs of Joan and Paul for the concept Orionis, and finds it in both of them.
Starting from the concept Orionis in the LKB of Joan, the Knowledge Manager finds the |eaf
nodes accessed with a priority greater than a suitable threshold. In our case, such nodes corre-
spondtotheURLSwww.ing.unirc.it/didattica/inform00/test/agentl/astronomy.html
and www.ing.unirc.it/didattica/inform00/test/agent/theorionismistery.html.

Similarly, from the analysis of the Paul’s LKB, the Knowledge Manager finds the URL
www.ing.unirc.i/didattica/inform00/test/agent2/miths.html. The three URLS are
then transmitted by the Knowledge Manager to the Actuator, for visualizing them as recom-
mendations.
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Now, Frank, after having received the recommendations, decides to click on www.ing.
unirc.it/didattica/inform00/test/agentl/astronomy.html. Then, the Sensor noti-
fies the Agent Manager, and this generates an request to the K BM S of updating the priority
coefficients of the LKB’s nodes involved in the action performed by Frank (note that the ac-
tion of accessing the node Orionis implies the updating of all the ancestor nodes of Orionis
inthe LKB of Frank).

At this point, Frank, being satisfied of the recommendations provided by Joan, decides
to integrate his LKB with the Joan’s one. In order to obtain such an integration, he clicks
on the button LKB update. Then, the Sensor transmits a signal to the Agent Manager which
sends an update request to the K BM S'; as a consequence, the Knowledge Manager of the
K BM S exploitsthe Integrator component for carrying out the integration between the user’s
LKB and the Joan’s LKB, and updates the Franks's LKB with the integrated LKB. Finally,
the Knowledge Manager sends the updated LK B to the Agency.

From the analysis of behavior the system showed during several experiments, it results
that the semantic properties, encoded by suitable coefficients, drive users on selecting from
the agent net the most promising candidate agents for fruitful cooperation. User choices are
exploited as feedback for adapting coefficients in such a way that a trade-off among simi-
larity and attractiveness, on the one hand, agent congestion and user dissatisfaction, on the
other hand, is obtained. To summarize, we report here three meaningful cases tested during
experiments. (i) An agent a with high similarity and low attractiveness perceived by another
agent b. The user of b decides to contact a less similar, but more attractive, agent ¢, and this
means that the current similarity does not fully satisfy b. Since b has chosen ¢, as expected, it
makes choices more similar to those of ¢ than to those of @, and the similarity between a and
b decreases, coherently with dissatisfaction of the user. (ii) An agent a with high interest and
low similarity (or low attractiveness) perceived by another agent b. The user of b decides to
contact alessinteresting, but more similar (or more attractive) agent c. As a consequence, the
interest for a perceived by b decreases, due to the decreasing of the consent coefficient Cj,.
(iii) An agent a with high interest and high attractiveness perceived by another agent . The
user of b knows that high attractiveness means probably long waiting time for obtaining an-
swers from a and decides to contact aless interesting agent ¢. As a consequence, the interest
of b for a decreases.

8 Conclusion and Future Work

In this chapter a framework for representing and managing cooperation among agentsin a
Multi-Agent community is provided. The core of the proposal is the definition of a formal
model based on several semantic properties and on a linear system involving some coeffi-
cients associated to such properties. The solution of such a system allows the user to find
the best agents for cooperation in the net, that is those agents from which the most fruitful
cooperation can be reasonably expected. Cooperation between two agents is implemented
by the integration of the respective knowledge bases. The main direction for extending this
work in our future research concerns the case of heterogeneous domains (in this chapter we
assume that agents work in a common environment). In such a case, problems arising from
the possible occurrence of semantic heterogeneities have to be faced. Another future work is
of implementation type: beside enriching the current prototype, we plan to update the system
for incorporating the extensions of the forma model.
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