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Abstract—Symbolic models are becoming more and more popular in the research community working on hybrid systems because they provide a systematic approach to enforce logic specifications on purely continuous or hybrid systems while respecting the constraints at the hardware/software implementation level. This paper contributes to this research line and proposes symbolic models approximating possibly unstable time–delay systems with quantized measurements of the outputs. Application of the proposed results to the glucose control problems for the Artificial Pancreas is discussed in the paper.

I. INTRODUCTION

Symbolic models are abstract descriptions of continuous systems where states correspond to aggregates of continuous states [1]. During the years, this paradigm has been shown to be able to provide a systematic approach to the formal verification and the control design of complex heterogeneous processes, as e.g. cyber–physical systems; see e.g. [1], [2], [3] and the references therein. With the present paper we contribute to this research line and propose symbolic models approximating possibly unstable time–delay systems with quantized measurements of outputs in the sense of alternating approximate simulation. For doing so, we first extend the notion of incremental forward completeness introduced in [4] for nonlinear systems and provide Lyapunov–Krasovskii like inequalities to check it. Then, as done in [5], [6] for incrementally stable time–delay systems without outputs, we use first order spline analysis, e.g. [7], for effectively constructing symbolic models. Output variables are handled by extending symbolic models proposed in [8] for nonlinear systems. Apart from the theoretical interest per se, a motivating reason for this research resides in setting an appropriate framework where to study glucose control problems for the Artificial Pancreas (AP). AP refers to the integration of cutting edge design of insulin infusion therapies with state-of-the-art technological devices involved in insulin administration actuators and continuous glucose measurements. Most of the available AP systems are thought for Type 1 Diabetes Mellitus (T1DM) patients (e.g. [9], [10], [11], [12], [13], [14]), i.e. patients who suffer for a complete lacking of the endogenous pancreatic insulin delivery, therefore requiring an exogenous insulin administration throughout their life. In this work we use symbolic models to design model-based, closed-loop glucose control therapies for Type 2 Diabetes Mellitus (T2DM) patients. T2DM involves the great majority of diabetic people (about 90%), thus resulting in a large impact on National Health Systems, since without control, T2DM eventually facilitates the occurrence of a wide range of serious total-body diabetic complications. The chosen model-based approach exploits the mathematical model of the glucose-insulin system to design the control law. To this end a time–delay system, recently exploited for the AP in a T2DM framework, is considered (see [15], [16] for the model references and [17], [18] for the model-based AP application). Indeed, time–delay systems are known to best represent the endogenous pancreatic insulin delivery rate, therefore they have to be preferred to ODE models when dealing with T2DM [19], [20]. Glucose control problems consist in regulating the level of plasma glucose concentrations by means of exogeneous insulin infusions. We solve this control problem by using algorithms based on supervisory control [21], see also [22], on the symbolic models we propose. The main advantages of this approach with respect to the ones existing in the current literature are:

- it allows considering input signals that are delayed, modelling e.g. measurements/actuators processing or physiological compartments, and measurements and inputs that are quantized, as it is the case in the digital devices actually in use for glucose control;
- it does not impose (possibly small) upper bounds on the sampling interval, thus making our results implementable on low–cost devices.

We show a preliminary validation of the approach in some in-silico simulations, involving a population of virtual T2DM patients, with parameters perturbed with respect to the nominal values used in the symbolic model. The method shows how the controller is able to drive the individual glycemia towards healthier values, also preventing dangerous episodes of hypoglycemia.

This paper is organized as follows. Section II recalls notation. Section III introduces time–delay systems and the notion of incremental forward completeness. Section IV recalls notions on systems and approximate relations. Section V presents symbolic models that are then applied in Section VI to glucose control. Section VII offers some concluding remarks.

II. NOTATION AND PRELIMINARY DEFINITIONS

The symbols $\mathbb{N}_0$, $\mathbb{Z}$, $\mathbb{R}$, $\mathbb{R}^+$ and $\mathbb{R}_0^+$ denote the set of nonnegative integer, integer, real, positive real, and nonneg-
ative real numbers, respectively. Given \( a, b \in \mathbb{Z} \), we denote \([a; b] = [a, b] \cap \mathbb{Z}\). Given a set \( X \), the symbol \( 2^X \) denotes the power set of \( X \). Given a pair of sets \( X \) and \( Y \) and a relation \( R \subseteq X \times Y \), the symbol \( R^{-1} \) denotes the inverse relation of \( R \), i.e. \( R^{-1} = \{(y, x) \in Y \times X : (x, y) \in R\} \). Given \( X' \subseteq X \) and \( Y' \subseteq Y \), we denote \( R(X') = \{ y \in Y | \exists x \in X' s.t. (x, y) \in R \} \) and \( R^{-1}(Y') = \{ x \in X | \exists y \in Y' s.t. (x, y) \in R \} \). Given a function \( f : X \to Y \), the symbol \( f^{-1} : Y \to 2^X \) denotes the inverse map of \( f \), i.e., \( f^{-1}(y) = \{ x \in X : f(x) = y \} \) for all \( y \) in the codomain of \( f \). Given \( f \) and \( X' \subseteq X \) the symbol \( f(X') \) denotes the image of \( X' \) through \( f \), i.e., \( f(X') = \{ y \in Y | \exists x \in X' s.t. y = f(x) \} \). Similarly, given \( Y' \subseteq Y \) the symbol \( f^{-1}(Y') \) denotes the inverse image of \( Y' \) through \( f \), i.e., \( f^{-1}(Y') = \{ x \in X | f(x) \in Y' \} \). Given \( X' \subseteq X \) and \( Y' \subseteq Y \), the symbol \( f|_{X'} \) denotes the restriction of \( f \) to \( X' \) such that \( f|_{X'}(x') = f(x') \) for all \( x' \in X' \).

### Definition of Denote the element of \( f \)

A continuous function \( f \) on each open interval \([a, b) \), i.e., \( f : [a, b) \to \mathbb{R} \), denotes the set \( \{ f(x) | x \in [a, b) \} \) for all \( x \) in the domain of \( f \). Given \( f \) and \( X' \subseteq X \) the symbol \( f(X') \) denotes the image of \( X' \) through \( f \), i.e., \( f(X') = \{ y \in Y | \exists x \in X' s.t. y = f(x) \} \). Similarly, given \( Y' \subseteq Y \) the symbol \( f^{-1}(Y') \) denotes the inverse image of \( Y' \) through \( f \), i.e., \( f^{-1}(Y') = \{ x \in X | f(x) \in Y' \} \). Given \( X' \subseteq X \) and \( Y' \subseteq Y \), the symbol \( f|_{X'} \) denotes the restriction of \( f \) to \( X' \) such that \( f|_{X'}(x') = f(x') \) for all \( x' \in X' \).

### III. Time–Delay Systems

In this paper we consider the following nonlinear time–delay system with quantized measurements of the output:

\[
\begin{align*}
\dot{x}(t) &= f(x(t), u(t-r)), \\
P_{x_0}(t) &= \begin{bmatrix} I_p & 0 \end{bmatrix} x(t), \quad t \in \mathbb{R}^+, a.e.
\end{align*}
\]

where: \( \Delta \in \mathbb{R}_+^n \) is the maximum involved state delay; \( r \in \mathbb{R}^+_+ \) is the constant input delay; \( x(t) \in \mathbb{R}^n \), \( x_t \in \mathcal{X} = C^0([-\Delta, 0]; X) \) is the state at time \( t \in \mathbb{R}^+_+ \), \( u(t) \in U \subseteq \mathbb{R}^m \) is the control input at time \( t \in [-r, +\infty[ \), \( y(t) \in \mathbb{R}^p \) is the output at time \( t \in \mathbb{R}^+_+ \), obtained as the quantization with accuracy \( \lambda \in \mathbb{R}^+ \) of \[ \begin{bmatrix} I_p & 0 \end{bmatrix} x(t) \], where \( x(t) \) is the last value of state \( x_s \); \( f \) is a functional from \( \mathcal{X} \times U \to \mathbb{R}^n \); \( \mathcal{X} \subseteq \mathcal{X} \) is the set of initial states. Control inputs are assumed to be piecewise–constant and take value in \( U \) which is assumed to be a finite set. More formally, let \( \mathcal{U} \) be the collection of functions from \([-r, -r + \tau] \to U \) with \( u(t) = u(-r) \) for any \( t \in [-r, -r + \tau] \), where \( \tau \in \mathbb{R}^+ \) can be thought of as a sampling time parameter in the digital controller. The class of control input functions we consider, denoted \( \mathcal{U} \), is then obtained as the concatenation of control input functions belonging to \( \mathcal{U} \). From (1), we are assuming that the output variables of the system are the quantization of a selection of the state variables. The general case of nonlinear output functions can be considered at the expense of a heavier notation, as done in [23]. We suppose that \( f \) is Lipschitz on bounded sets, i.e. for every bounded set \( K \subseteq \mathcal{X} \times U \), there exists a constant \( \kappa \in \mathbb{R}^+ \) such that \( \|f(x_1, u_1) - f(x_2, u_2)\| \leq \kappa(\|x_1 - x_2\| + \|u_1 - u_2\|) \) for all \( (x_1, u_1), (x_2, u_2) \in K \). We assume that there exists a constant function (state) \( \phi_e \in \mathcal{X} \) such that \( f(\phi_e, 0) = 0 \). Assumptions on \( f \) ensure existence and uniqueness of the solution of the differential equation in (1), in a maximal time interval \([0, b) \), \( 0 < b \leq +\infty \). In the following \( x(t, \xi_0, u) \) and \( x(t, C_{\xi_0}, u) \) will denote the solution in \( \mathcal{X} \) and respectively in \( \mathcal{X} \), of the time–delay system with initial condition \( \xi_0 \in \mathcal{X} \) and input \( u \in \mathcal{U} \), at time \( t \). A time–delay system is said to be forward complete if every solution is defined on \([0, +\infty[ \).

In the further developments, we refer to a time–delay system as in (1) by means of the tuple:

\[
\Sigma = (\mathcal{X}, \mathcal{X}_0, \mathcal{U}, \mathcal{U}, \mathcal{R}^p, f),
\]

where each entity has been defined before. We now introduce some assumptions that are made to derive our results. The following definition has been obtained as a natural generalization of the one given for nonlinear systems in [4] to time–delay systems.

### Definition 1: A time–delay system

\[
\Sigma = (\mathcal{R}^n, \mathcal{X}, \mathcal{X}_0, \mathcal{U}, \mathcal{U}, \mathcal{R}^p, f),
\]

is incrementally forward complete (δ–FC) if it is forward complete and there exists a continuous function \( \beta(\cdot, s) \) such that for every \( s \in \mathbb{R}_+^n \), \( \beta(c, s) \) belongs to class \( \mathcal{K}_\infty \), and for any time \( t \in \mathbb{R}_+^n \), any initial conditions \( \xi_1, \xi_2 \in \mathcal{X} \) and any...
Definition 2: A locally Lipschitz functional $V : \mathcal{X} \times \mathcal{X} \to \mathbb{R}^+_0$ is said to be a $\delta$–FC Lyapunov–Krasovskii functional for $\Sigma$ in (3) if there exist functions $\alpha_1, \alpha_2$ of class $\mathcal{K}_\infty$, $\sigma$ of class $\mathcal{K}$ and $p \in \mathbb{R}$ such that, for any $\phi, \psi \in \mathcal{X}$, for any $u \in \mathcal{U}$, the following inequalities hold

1. $\alpha_1(\|\phi(0) - \psi(0)\|) \leq V(\phi, \psi) \leq \alpha_2(\|\phi - \psi\|)$,
2. $D^+V((\phi, u), (\psi, u)) \leq pV(\phi, \psi)$,
3. $D^+V((\phi, u), (\phi, \psi), 0) \leq pV(\phi, \psi) + \sigma(\|u\|)$

(5)

where

$$D^+V((\phi, u), (\psi, u)) = \limsup_{h \to 0^+} \frac{V(\phi_{h,u}, \psi_{h,u}) - V(\phi, \psi)}{h},$$

$$D^+V((\phi, u), (\phi, \psi), 0) = \limsup_{h \to 0^+} \frac{V(\phi_{h,u}, \phi_{h,0}) - V(\phi, \phi)}{h},$$

$$\phi_{h,u}(s) = \begin{cases} \phi(s + h), & s \in [-\Delta, -h) \\ \phi(0) + (s + h)f(\phi, u), & s \in [-h, 0) \\ \psi(s + h), & s \in [-\Delta, -h) \\ \psi(0) + (s + h)f(\psi, u), & s \in [-h, 0) \end{cases},$$

$$\psi_{h,u}(s) = \begin{cases} \phi(s + h), & s \in [-\Delta, -h) \\ \phi(0) + (s + h)f(\phi, u), & s \in [-h, 0) \\ \psi(s + h), & s \in [-\Delta, -h) \\ \psi(0) + (s + h)f(\psi, u), & s \in [-h, 0) \end{cases}.$$

(6)

Theorem 1: If there exists a $\delta$–FC Lyapunov–Krasovskii functional for $\Sigma$ in (3), then $\Sigma$ is $\delta$–FC, with, for $s, t \in \mathbb{R}^+_0$, $\beta(s, t) = \alpha_1^{-1}(e^{p(\tau + \Delta h(p) - 1)}) \alpha_2(s)$

(7)

where $h : \mathbb{R} \to \{0, 1\}$ denotes the Heaviside function.

When it is known that a priori all the solutions belong to a given compact set in $\mathbb{R}^n$, then the $\delta$–FC property can be characterized by conditions on Lyapunov–Krasovskii functionals suitably given on related bounded sets of $C^0([-\Delta, 0]; \mathbb{R}^n)$.

IV. SYSTEMS AND APPROXIMATE RELATIONS

In this paper we consider the notion of system as a unifying paradigm to describe time–delay systems as well as logic systems modeling controllers and specifications.

Definition 3: [1] A system is a tuple $S = (X, X_0, U, \longrightarrow, Y, H)$ consisting of a set of states $X$, a set of initial states $X_0 \subseteq X$, a set of inputs $U$, a transition relation $\longrightarrow \subseteq X \times U \times X$, a set of outputs $Y$ and an output function $H : X \to Y$.

In the sequel, a transition $(x, u, x') \in \longrightarrow$ of $S$ is denoted by $x \xrightarrow{u} x'$. For later purposes, given $x \in X$ define $U(x)$ as the collection of $u \in U$ for which there exists a transition $x \xrightarrow{u} x'$ for some $x' \in X$. The evolution of systems is captured by the notion of state run. Given a sequence $x_0 \xrightarrow{u_0} x_1 \xrightarrow{u_1} \ldots \xrightarrow{u_{n-1}} x_1$ of transitions of $S$, with $x_0 \in X_0$, the sequence $y(x) : x_0, x_1, \ldots, x_i$ is called a state run of $S$. System $S$ is said to be: countable, if $X$ and $U$ are countable sets; symbolic, if $X$ and $U$ are finite sets; metric, if $X$ is equipped with a metric $d : X \times X \to \mathbb{R}^+_0$. In order to provide symbolic approximations of the time–delay system $\Sigma$, we need to recall the following notions.

Definition 4: [24] Consider a pair of metric systems

$$(x_i, x_{i,0}, U_i, \longrightarrow_i, Y_i, H_i), i = 1, 2,$$  

with $X_1, X_2 \subseteq X$ for some set $X$ equipped with metric $d$, and let $\eta \in \mathbb{R}^+$ be a given accuracy. Consider a relation $R \subseteq X_1 \times X_2$, satisfying the following conditions:

1. $\forall x_1 \in X_{1,0} \exists x_2 \in X_{2,0}$ such that $(x_1, x_2) \in R$;
2. $\forall (x_1, x_2) \in R, (x_1, x_2) \leq \eta$.

Relation $R$ is a strong $\eta$–approximate (strong $\eta$A) simulation relation from $S_1$ to $S_2$ if it enjoys conditions (i), (ii) and the following one:

1. $\forall (x_1, x_2) \in R \text{ if } x_1 \xrightarrow{u_1} x_1' \text{ then } \exists x_2 \xrightarrow{u_2} x_2' \text{ with } u_2 = u_1$ such that $(x_1', x_2') \in R$.

System $S_1$ is strongly $\eta$–simulated by $S_2$, denoted $S_1 \leq^\eta S_2$, if there exists a strong $\eta$–approximate simulation relation from $S_1$ to $S_2$. Relation $R$ is a strong alternating $\eta$–approximate (strong $\eta$A) simulation relation from $S_1$ to $S_2$ if it enjoys conditions (i), (ii) and the following one:

1. $\forall (x_1, x_2) \in R \forall u_1 \in U_1(x_1), u_2 = u_1 \in U_2(x_2)$ and
2. $\forall x_2 \xrightarrow{u_2} x_2' \exists x_1 \xrightarrow{u_1} x_1'$ such that $(x_1', x_2') \in R$.

System $S_1$ is strongly alternatingly $\eta$–simulated by $S_2$, denoted $S_1 \leq^\eta\text{alt} S_2$, if there exists a strong $\eta$A simulation relation from $S_1$ to $S_2$.

V. APPROXIMATE SYMBOLIC MODELS

In this section we propose symbolic models approximating time–delay systems. Results here reported generalize [5] from incrementally stable time–delay systems without outputs to $\delta$–FC time–delay systems with outputs.

Given the time–delay system $\Sigma$ define the system

$$S(\Sigma) = (X, X_0, U, \longrightarrow, Y, H),$$

where $X = \mathcal{X}, X_0 = \mathcal{X}_0, U = \{ u \in \mathcal{U} \mid x_\tau(x, u) \text{ is defined for all } x \in \mathcal{X} \}, x \xrightarrow{u} x' \text{ if } x_\tau(x, u) = x', Y = \mathbb{R}^p,$

and $H(x) = \lfloor z \rceil \mathbb{R}^p$, with $z = \{ I_p, 0 \} x(\tau)$, for all $x_\tau \in X$.

System $S(\Sigma)$ captures the evolution of $\Sigma$ only at times $t = k\tau$ with $k \in \mathbb{N}_0$. In this sense, $S(\Sigma)$ can be viewed as a time discretization of $\Sigma$. By definition of $X$, system $S(\Sigma)$ is metric. In the sequel we use the metric $d(x, x') = ||x - x'||$, $x, x' \in X$. Note that $S(\Sigma)$ is not symbolic, because the set of states $X$ is a functional space. The construction of symbolic models for time–delay systems relies upon approximations of the set of reachable states.

Let $R_\Sigma(\Sigma) \subseteq \mathcal{X}$ be the set of reachable states of $\Sigma$ at times $t = 0, \tau, \ldots, k\tau, \ldots$, i.e. the collection of all states $x \in \mathcal{X}$ for which there exist $k \in \mathbb{N}_0$.
and a control input \( u \in U \) such that \( x = x_{kT}(\xi_0, u) \), for some \( \xi_0 \in X_0 \). The set \( R_x(\Sigma) \), corresponding to \( X \) in \( S(\Sigma) \) is a functional space and therefore needs to be approximated. To this purpose, we use the following definition:

**Definition 5:** [5] Consider a functional space \( Z \subseteq C^0(I; Z) \) with \( Z \subseteq \mathbb{R}^n \), \( I = [a, b] \), \( a, b \in \mathbb{R} \), \( a < b \). A map \( A : \mathbb{R}^+ \rightarrow C^0(I; Z) \) is a countable approximation of \( Z \) if for any desired accuracy \( \lambda \in \mathbb{R}^+ \):

1. \( A(\lambda) \) is a countable set;
2. for any \( z \in Z \) there exists \( z' \in A(\lambda) \) such that
   \[
   \|z - z'\|_\infty \leq \lambda; \tag{9}
   \]
3. for any \( z' \in A(\lambda) \) there exists \( z \in Z \) s.t. (9) holds.

When condition i) above is replaced by:

(i') \( A(\lambda) \) is a finite set,

map \( A \) is said to be a **symbolic approximation** of \( Z \).

We first assume the existence of a countable approximation \( A_X \) of \( R_x(\Sigma) \). Map \( A_X \) naturally induces a countable approximation \( A_{X_0} \) of \( X_0 \) because \( X_0 \subset R_x(\Sigma) \). (In the following we will derive conditions ensuring existence and effective construction of \( A_X \).) We now define system \( S_\Lambda(\Sigma) \) that approximates \( S(\Sigma) \).

**Definition 6:** Suppose that \( \Sigma \) in (3) is \( \delta \)–FC and for any accuracy \( \lambda \in \mathbb{R}^+ \) define the system

\[
S_\Lambda(\Sigma) = (X_\Lambda, X_{0,\Lambda}, U_\Lambda, \lambda, Y_\Lambda, H_\Lambda), \tag{10}
\]

where: \( X_\Lambda = A_X(\lambda) \); \( X_{0,\Lambda} = A_{X_0}(\lambda) \); \( U_\Lambda = U_T \);
\[
x_\Lambda \rightarrow x'_{\Lambda} \text{ if } \|x_T(x, u) - x'_\Lambda\|_\infty \leq \beta(\lambda, \tau) + \lambda,
\]
\[
\text{where } \beta \text{ is the function appearing in (4); } Y_\Lambda = [\mathbb{R}^p]_\Lambda; \ H_\Lambda(x_\Lambda) = [z_\Lambda]_\Lambda; \ x_\Lambda = [I_p, 0] x_\Lambda(\tau), \text{ for all } x_\Lambda \in X_\Lambda.
\]

In the sequel we use the symbol \( x_\Lambda \) to denote a state of \( S_\Lambda(\Sigma) \). If there exists a countable approximation \( A_X \) of \( R_x(\Sigma) \), system \( S_\Lambda(\Sigma) \) is countable. By definition of \( S_\Lambda(\Sigma) \), system \( S_\Lambda(\Sigma) \) is metric; we use for \( S_\Lambda(\Sigma) \), the same metric \( d \) as the one used for \( S(\Sigma) \). The following result establishes relations between \( S(\Sigma) \) and \( S_\Lambda(\Sigma) \).

**Theorem 2:** Suppose that \( \Sigma \) is \( \delta \)–FC and that there exists a countable approximation \( A_X \) of \( R_x(\Sigma) \). For any accuracy \( \lambda \in \mathbb{R}^+ \), the following statements hold:

1. \( S_\Lambda(\Sigma) \subseteq S(\Sigma) \) with strong \( \lambda \Lambda A \) relation \( R \subseteq X_X \times X \) defined by \((x_\Lambda, x) \in R \Leftrightarrow \|x_T - x\|_\infty \leq \lambda;
\]
2. \( S(\Sigma) \subseteq S_\Lambda(\Sigma) \) with strong \( \lambda \Lambda A \) relation \( R' \subseteq X \times X \)
\[
\text{defined by } R' = R^{-1};
\]
3. \( \|H(x) - H_\Lambda(x_\Lambda)\| \leq \lambda, \text{ for any } (x, x_\Lambda) \in R.\)

Result above requires existence of a countable approximation \( A_X \) of \( R_x(\Sigma) \). The rest of this section is devoted to provide tools for the computation of \( A_X \). We start by briefly recalling from [5] some results for approximating functional spaces, which are based on spline analysis, see e.g. [7]. Let us consider the space \( Z \subseteq C^0(I; Z) \) with \( Z \subseteq \mathbb{R}^n \), \( I = [a, b] \).

Given any \( N \in \mathbb{N} \) and \( \theta, M \in \mathbb{R}^+ \), let:

\[
\Lambda(N, \theta, M) := h^2 M/8 + (N + 2) \theta, \tag{11}
\]

with \( h = (b - a)/(N + 1) \). Function \( \Lambda \) will be shown hereafter to be an upper bound for the error associated with the proposed approximation scheme. It is readily seen that for any \( \lambda \in \mathbb{R}^+ \) and any \( M \in \mathbb{R}^+ \) there always exist \( N \in \mathbb{N} \) and \( \theta \in \mathbb{R}^+ \) such that \( \Lambda(N, \theta, M) \leq \lambda \). Let \( N_{\lambda, M} \) and \( \theta_{\lambda, M} \) be such that \( \Lambda(N_{\lambda, M}, \theta_{\lambda, M}, M) \leq \lambda \). For any \( \lambda \in \mathbb{R}^+ \) and \( M \in \mathbb{R}^+ \), define the operator \( \psi_{\lambda, M} : Z \rightarrow C^0([a, b]; Z) \) that associates to any function \( z \in Z \) the following function

\[
\psi_{\lambda, M}(z)(t) := \sum_{i=0}^{N_{\lambda, M}+1} \tilde{z}_i s_i(t), \quad t \in [a, b], \tag{12}
\]

where \( \tilde{z}_i \in [Z]_{\theta_{\lambda, M}} \) and \( \|z_T - z(a + ih)\| \leq \theta_{\lambda, M} \), for any \( i = 0, 1, \ldots, N_{\lambda, M} + 1 \). Note that operator \( \psi_{\lambda, M} \) is not uniquely defined. For any given \( M \in \mathbb{R}^+ \) and any given accuracy \( \lambda \in \mathbb{R}^+ \) define:

\[
A_{Z,M}(\lambda) := \psi_{\lambda, M}(Z). \tag{13}
\]

**Lemma 1:** [5] Suppose that \( Z \subseteq PC^2(I; Z) \) and there exists \( M \in \mathbb{R}^+ \) such that \( \|D^2 Z\|_\infty \leq M \) for any \( z \in Z \). Then \( A_{Z,M} \) as defined in (13), is a countable approximation of \( Z \). Moreover, when \( Z \) is bounded, \( A_{Z,M} \) is a symbolic approximation of \( Z \).

Suppose that:

(A.1) \( \Sigma \) in (3) is \( \delta \)–FC;
(A.2) set \( X \) is bounded;
(A.3) \( f \) is Fréchet differentiable in

\(\text{The real } M \text{ is a uniform bound on the norm of the second derivative of functions in } Z \text{ and its role will become clear hereafter.}\)
we consider the continuous output $y$ is the control input in terms of exogenous intra-venous IDR. The dynamic equations at time $t$ estimated by means of state observers [17], [18], [25], [26], insulin resistance [16], [15], and (ii) in designing modeling the glucose-insulin dynamics and assessing individual work. The chosen model is a time-delay system that has previous sections is applied to the Artificial Pancreas framework with unique locally asymptotically stable equilibrium properties, among which we recall that it is a positive system with strong A

\begin{align}
\frac{dG(t)}{dt} & = -K_{xy}G(t)I(t) + \frac{T_{w}}{V}(\Delta) + \frac{u(t)}{V}, \\
\frac{dI(t)}{dt} & = -K_{xi}I(t) + \frac{T_{G}\max h(G(t-\Delta))}{V} + \frac{u(t)}{V},
\end{align}

starting from initial conditions $G(0) = G_0(t)$, $I(0) = I_0(t)$, $t \in [-\Delta, 0]$, where $G(t)$, $[mM]$, and $I(t)$, $[pmol/kgBW/min]$, denote the plasma glucose and insulin concentrations at time $t$, $h(G)$ is a nonlinear Hill function $h(G) = \frac{G^{(G/G')^\gamma}}{1+(G/G')^\gamma}$ representing the endogenous pancreatic IDR, $u(t)$ $[pmol/kgBW/min]$ is the control input in terms of exogenous intra-venous IDR at time $t$ (see [16], [15] for any further details). The system described above matches the form (1) with $r = 0$, where we consider the continuous output $y(t) = G(t)$ available from measurements. This model possesses some nice formal properties, among which we recall that it is a positive system [28] with unique locally asymptotically stable equilibrium point at the basal state $(G_b, I_b)$, as well as uniform lower and upper bounds on its continuous evolution (see [15] for further details). The parameters of the model are taken from Table 1 in [18], with equilibrium given by $G_b = 8.45$ $[mM]$ and $I_b = 47.85$ $[pM]$. We set $G_{\max} = 20$, $I_{\max} = 1000$, in agreement with the uniform bounds computable as in [15] and with some preliminary simulations, which delimit the working region of the system, and we assume a bounded input with $u(t) \leq u_{\max} = 100$ $[pmol/kgBW/min]$ for all times $t$. For ease of computation, we rescale state and input variables by considering $G(t)/G_{\max}$, $I(t)/I_{\max}$ and $u(t)/u_{\max}$, instead of $G(t)$, $I(t)$ and $u(t)$, leading to the constrainings sets $X = [0,1] \times [0,1]$, $U = 0.02Z \cap [0,1]$. We consider a $\delta$–FC Lyapunov-Krasovskii functional $V(\phi, \psi) = (\phi_1(0) - \psi_1(0))^2 + \gamma_1 (\phi_2(0) - \psi_2(0))^2 + \gamma_2 \int_{-\Delta}^{0} (\phi_1(t) - \psi_1(t))^2 e^t dt$, as in Definition 2, with $\gamma_1 = \gamma_2 = 1$, with $\alpha_1(x) = \min[1, \gamma_1]$, $\alpha_2 = \max[1, \gamma_1 + \gamma_2 \Delta$, and $p = 1$ in (6). Hence, as a consequence of Theorem 1, the system is $\delta$–FC, satisfying property (A.1) in Section V. Property (A.2) is guaranteed by the uniform boundedness $G(t) \leq G_{\max}$ and $I(t) \leq I_{\max}$. Properties (A.3), (A.4), (A.5) are satisfied for $B_X = 1$, $B_J = 1.67$, $B_U = 1$, $M = 0.13$, $\kappa = 0.038$, where the sampling time $\tau = 15$ $[min]$ is chosen, which is a multiple of a common sampling interval (5 minutes) characterizing many off-the-shelf Continuous Glucose Monitoring (CGM) devices [29]. We set $\lambda = 0.1$ and we choose $N = 8$ and $\theta = 0.005$ satisfying (15), resulting in a symbolic model with $826,281$ states. We now use the computed symbolic model to solve a typical glucose control problem. We consider a population of 20 diabetic (virtual) patients, each modeled by the equations in (16) and whose parameters are uniformly randomly perturbed up to 10 % with respect to the nominal values in [18] and considered in the construction of the symbolic model. According to the modified parameters, each patient has a different equilibrium with respect to $(G_b, I_b)$, and we assume to start each simulation from the corresponding equilibrium. Since the basic step in glucose control is to regulate the level of fasting glycemia by means of exogenous insulin infusions, we consider a time horizon of 5 hours, neglecting the effect of meals. Since the glycemic behavior is highly dependent on individual features (even in perfectly healthy people), it is common medical practice to attempt to drive the glycemia into an interval $[G_{LB}, G_{UB}]$, rather than tracking an exact set point. We choose $G_{LB} = 3.9$ and $G_{UB} = 6$, where the chosen values are considered as alerts for severe hypoglycemia (occurring for $G(t) < 3$) and for a pre-diabetic condition (the so-called Impaired Fasting Glycemia, IFG), respectively. For solving this control problem, we formulated a ‘reach and stay’ specification that has been solved by using supervisory control type algorithms [21], [22] on the symbolic model we computed. According to the obtained simulation results, all the controlled patients readily decrease their glycemia (due to the control action) below the hyperglycemic threshold, and no (severe) hypoglycemiae are detected for the considered virtual population at any time, indicating that the controller
effectively constructed and that approximate on artificial pancreas. 
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is able to avoid dangerous conditions robustly with respect to (limited) parameter variations. The plot in Fig. 1 illustrates a random realization of the controlled system for one of the patients, in terms of state variables and control input, where we observe that the specification is met.

VII. CONCLUSION

In this paper we proposed symbolic models that can be effectively constructed and that approximate δ–FC time–delay systems with quantized measurements of the output, in the sense of approximate alternating simulation. The results were then applied to a well-known model of the glucose-insulin system to solve a glucose control problem in presence of parameter uncertainties.
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