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1 Introduction

This paper concerns some notes about the inequality index based on the ratios be-

tween lower and upper arithmetic means recently proposed by Zenga [2006].

Beside some definitions and notation given in section 2, we show (section 3) that

the inequality measure proposed fulfills the population replication principle.

In the remainder of the paper our purpose is to consider a population partitioned

in c subgroups. In this case usually the common aim is to evaluate the within

and between subgroups contributions to the overall uniformity (inequality). The

first decomposition, derived in section 4, allows to evaluate the contribution of each

subgroup to the overall uniformity, this contribution comprises both the within and

the between sources.

The key point of the main decomposition of the overall uniformity proposed in sec-

tion 5 is the introduction of the uniformity point index (5.1) which can be evaluated

either within the same subgroup or between two different subgroups such that a

within/between subgroups uniformity decomposition arises.
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Moreover section 5.1 provides an interesting representation of the previous decom-

position: the overall uniformity index is obtained as a weighted average of two

components related, respectively, to the within and to the between contributions.

This representation allows to obtain an analogous decomposition of the overall in-

equality index (section 6).

Finally section 7 is devoted to conclusions and further developments.

2 Definitions and notation

Given a distribution frequency:
{

(xi, ni) : i = 1, . . . , r; 0 6 x1 < . . . < xr;
∑

ni = N
}

(2.1)

of a non negative variable X, let:

Ni =
i
∑

t=1

nt i = 1, . . . , r (2.2)

Ri =N − Ni−1 =
r
∑

t=i

nt i = 1, . . . , r (2.3)

Qi =
i
∑

t=1

xtnt i = 1, . . . , r (2.4)

T =Qr =
r
∑

i=1

xini > 0 (2.5)

M =
T

N
(2.6)

Wi =T − Qi−1 =

r
∑

t=i

xtnt > 0 i = 1, . . . , r. (2.7)

Given i ∈ {1, . . . , r}, suppose to split the distribution into two groups: a lower group

{(x1, n1) , . . . , (xi, ni)} and an upper group {(xi, ni) , . . . , (xr, nr)}; recently Zenga

[2006] has proposed to measure the point inequality between these two groups by

means of the ratio of the correspondent arithmetic means:

−

M i =
Qi

Ni

=
1

Ni

i
∑

t=1

xtnt i = 1, . . . , r (2.8)
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+

M i =
Wi

Ri

=
1

N − Ni−1

r
∑

t=i

xtnt i = 1, . . . , r. (2.9)

The point inequality index proposed is:

Ii =

+

M i −
−

M i

+

M i

= 1 −

−

M i

+

M i

= 1 − Ui i = 1, . . . , r (2.10)

where:

Ui =

−

M i

+

M i

=
Qi

Ni

Ri

Wi

i = 1, . . . , r (2.11)

measures the uniformity between the lower and the upper group i.e. the value

Ui · 100 gives the percentage of
−

M i in terms of
+

M i.

Both Ii and Ui lie in the interval [0; 1]; in particular Ii = 0 means no inequality

between lower and upper groups and Ii = 1 means maximum inequality (i.e. lower

group mean is null).

The author also proposes an inequality diagram in the unit square and derives the

synthetic inequality measure as the weighted arithmetic mean of the point measures

Ii with weights ni

N

I =
r
∑

i=1

Ii ·
ni

N
. (2.12)

The minimum value of I is 0 and it is reached in the case of no inequality (r = 1

in the original distribution).

In the case of maximum inequality {(x1 = 0, n1 = N − 1) , (x2 = T, n2 = 1)} the

index I reaches its maximum value 1 − 1
N2 .

One of the main feature of the point and synthetic inequality measures proposed is

the ease of interpretation.
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3 The synthetic inequality measure I and the pop-

ulation replication principle

Zenga [2006] proves that the index I fulfills the elementary properties which in-

equality measures are usually assumed to possess; in particular:

1. in the case of absence of inequality I = 0;

2. in the case of maximum inequality the value of the index must be equal to an

increasing function CN of N such that: lim
N→∞

CN = 1;

3. scale independence;

4. equal additions (subtractions) decrease (increase) I;

5. Pigou-Dalton transfers principle.

In this section we deal with the population replication principle1 which requires the

inequality of a given distribution to be the same as that of the distribution obtained

by replicating any number of times each individual value in the initial distribution.

In other words: if {x1, . . . , xN} is the initial distribution, an inequality synthetic

measure fulfills the population replication principle if its value evaluated on the

initial distribution is equal to the one evaluated on the distribution obtained by

replicating k times the initial one, where k is a positive integer.

In our case replicating k times the initial distribution (2.1) leads to the frequency

distribution:
{

(xi, k · ni) : i = 1, . . . , r; 0 6 x1 < . . . < xr;
∑

k · ni = k · N
}

. (3.1)

The values of the arithmetic means of the lower group (2.8) and of the upper group

(2.9) are obviously unaffected by the replication and thus the point inequality in-

dexes (2.10) remain unchanged.

1This property is also known as: principle of proportionate additions to persons (Dalton [1920,

p. 357]); symmetry axiom for population or Dalton population principle (see Deutsch and Silber

[1999]); invariance to the population replication (see Zenga [1986]).

4



Decomposition of Zenga’s inequality index I

The value of the synthetic inequality measure I evaluated on the replicated distri-

bution (3.1) is consequently the same as the one obtained in the initial distribution

given that the weights ni/N in (2.12) are unchanged.

In conclusion we can say that the inequality measure I fulfills the population repli-

cation principle.

We conclude this section by remembering that others inequality measure such as

the Bonferroni index or the widespread Gini index do not fulfill the population

replication principle, in fact Zenga [1986] proved that if a normalized inequality

measure assumes value one if and only if there is maximum inequality, then it does

not fulfill the population replication principle.

4 Population’s subgroups contribution to the over-

all uniformity

Suppose to observe a non negative variable X on c different subgroups and let

{x1, . . . , xi, . . . , xr} denote the distinct values assumed by the variable X on all the

c subgroups.

It is possible to represent the whole distribution in the following table:

subgroup

X 1 . . . j . . . c tot

x1 n11 . . . n1j . . . n1c n1·

...
...

. . .
...

. . .
...

...

xi ni1 . . . nij . . . nic ni·

...
...

. . .
...

. . .
...

...

xr nr1 . . . nrj . . . nrc nr·

tot n·1 . . . n·j . . . n·c N

Table 4.1: Table of the whole distribution of the c groups.
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where nij denotes the frequency of the value xi in subgroup j (note that nij is zero

if the variable X does not take the value xi in the j-th subgroup).

Let us define, for the j-th group distribution {(xi, nij) : i = 1, . . . , r}:

jNi =

i
∑

k=1

nkj the cumulative frequencies (4.1)

jRi =n·j − jNi−1 =

r
∑

k=i

nkj the retro cumulative frequencies (4.2)

jQi =

i
∑

k=1

xknkj the cumulative sum of units (4.3)

jWi =rQi − jQi−1 =
r
∑

k=i

xknkj the retro cumulative sum of units. (4.4)

The point uniformity indexes for the j-th group are defined as:

jUi =



















j

−

M i

j

+

M i

=
jQi

jNi

jRi

jWi

if2jNi > 0 and jRi > 0;

0 otherwise

i = 1, . . . , r, (4.5)

so that the uniformity index for this group is given by the weighted average of

the ratios (4.5) with weights given by the correspondent relative frequencies in the

group:

jU =

r
∑

i=1

jUi

nij

n·j

(4.6)

and then the related inequality index is:

jI = 1 − jU. (4.7)

For the marginal distribution of X, {(xi, ni·) : i = 1, . . . , r} we have, with a slight

2Lower and upper groups must be non-empty.
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modification of the notation introduced in section 2:

Ni =

i
∑

k=1

nk· =

c
∑

j=1

jNi (4.8)

Ri =N − Ni−1 =
r
∑

k=i

nk· =
c
∑

j=1

jRi (4.9)

Qi =
i
∑

k=1

xknk· =
c
∑

j=1

jQi (4.10)

Wi =Qr − Qi−1 =

r
∑

k=i

xknk· =

c
∑

j=1

jWi. (4.11)

The overall uniformity indexes are thus given by:

Ui =
Qi

Ni

Ri

Wi

i = 1, . . . , r (4.12)

and the correspondent synthetic uniformity and inequality measures are:

U =

r
∑

i=1

Ui

ni·

N
(4.13)

and

I = 1 − U. (4.14)

We are now interested in examining the link between the uniformity (inequality) in

the overall distribution and the values obtained for population subgroups.

For a fixed i ∈ {1, . . . , r} we have, from equations (4.8-4.12):

Ui =
Qi

Ni

Ri

Wi

=

{

c
∑

j=1

jQi

}

Ri

WiNi

=

{

c
∑

j=1

jQi

jWi
jWi

}

Ri

WiNi

=

{

c
∑

j=1

[

jQi

jWi

jRi

jNi

]

jNi

jRi
jWi

}

Ri

WiNi

. (4.15)

The quantity within square brackets in (4.15) is the i-th uniformity index (4.5) of
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the j-th subgroup, thus:

Ui =

{

c
∑

j=1

jUi
jNi

jRi
jWi

}

Ri

WiNi

=

c
∑

j=1

jUi
jWi

Wi

jNi

Ni

Ri

jRi

. (4.16)

Equation (4.16) decomposes the overall uniformity point index Ui in a weighted

sum of the subgroups uniformity point indexes (4.5); the weights are proportional

to the j-th subgroup shares of the retro cumulative sums of units (4.4) and of

the cumulative frequencies (4.1) and inverse proportional to the share of the retro

cumulative frequencies (4.2).

This decomposition allows to evaluate the contribution of each of the c subgroups

to the overall point uniformity by considering the shares:

1

Ui

[

jUi
jWi

Wi

jNi

Ni

Ri

jRi

]

j = 1, . . . , c. (4.17)

Considering now the overall uniformity index U , by substituting (4.16) in (4.13) we

obtain:

U =

r
∑

i=1

Ui

ni·

N
=

r
∑

i=1

c
∑

j=1

jUi
jWi

Wi

jNi

Ni

Ri

jRi

ni·

N

=
c
∑

j=1

[

r
∑

i=1

jUi
jWi

Wi

jNi

Ni

Ri

jRi

ni·

N

]

. (4.18)

Once more the contribution of each of the c subgroups to the overall uniformity can

be evaluated by the shares:

1

U

[

r
∑

i=1

jUi
jWi

Wi

jNi

Ni

Ri

jRi

ni·

N

]

j = 1, . . . , c. (4.19)

5 On the within/between subgroups decomposi-

tion of the overall uniformity

One common application of inequality measures involves the study of the rela-

tionship between the overall inequality value and the ones obtained for population
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subgroups. The ideal decomposition is the one that allows to obtain the overall

inequality as the sum of only two components measuring, respectively, the within

and the between subgroups inequality. An inequality measure is called aggregative

if the knowledge of the inequality measures of the subgroups and their aggregative

characteristic (mean and numerousness) suffices to compute the overall inequality.

This aggregative property requires the within term to be a weighted sum of the sub-

groups inequality values and the between term to be a function of only the means

and the number of individuals in each group. It is well known (Shorrocks [1980])

that this ideal decomposition can be reached only for measures belonging to the

one parameter (α) family of generalized entropy inequality measures3:

I(α) =
1

α(α − 1)

[

1

N

N
∑

i=1

( xi

M

)α

− 1

]

(α 6= 0, α 6= 1)

I(0) = −
1

N

N
∑

i=1

log
xi

M

I(1) =
1

N

N
∑

i=1

xi

M
log

xi

M

studied by Deutsch and Silber [1999] and Zenga [1986]. For other measures this

representation is not obtainable: the Gini concentration ratio decomposition, for

instance, includes a third term (see Dagum [1997]); the Bonferroni index decompo-

sition studied by Tarsitano [1990] includes a third term as well and does not depend

only on the aggregative characteristic of the subgroups.

In this section we will obtain a within-between subgroups decomposition of the

overall uniformity by considering the configuration scheme reported in table 4.1.

Focusing the attention on the i-th value xi, it is possible to compute the point uni-

formity index jUi defined in equation (4.5) within the j-th subgroup by the ratio of

the correspondent lower and upper means.

As illustrated in section 2, the ratio jUi measures the uniformity between the lower

group (values x 6 xi) and the upper one (values x > xi) in, we need to specify it

3We set, for simplicity, r = N ; ni = 1, i = 1, . . . , N in the frequency distribution (2.1).
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now, the j-th subgroup.

The novelty is that the lower group of the j-th subgroup (values x 6 xi in subgroup

j) can also be compared with the correspondent upper group in the h-th subgroup

(values x > xi in subgroup h) by the cross ratio
j

−

M i

h

+

M i

.

So we can define the point uniformity indexes:

j,hUi =



















j

−

M i

h

+

M i

=
jQi

jNi

hRi

hWi

if4jNi > 0 and hRi > 0;

0 otherwise

j, h = 1, . . . , c; i = 1, . . . , r.

(5.1)

For j = h, (5.1) is a comparison within the same subgroup. For j 6= h, (5.1) is a

comparison between different subgroups (j and h) and should be interpreted as a

point cross uniformity index. Clearly, for a fixed i and j, we have one within index

and (c − 1) cross indexes.

This separation will allow us to split the overall uniformity into two components

concerning, respectively, a within and a between source.

The overall uniformity point index in correspondence with the value xi is given by:

Ui =

−

M i

+

M i

(5.2)

and the overall lower mean
−

M i can be obtained as the weighted average of the

lower means j

−

M i (j = 1, . . . , c) of the c subgroups with weights given by the

correspondent cumulative frequencies jNi (the numerousness of the correspondent

groups):

−

M i =
Qi

Ni

=
1

Ni

c
∑

j=1

j

−

M i jNi. (5.3)

4The comparison is possibile when either the lower group in the j-th subgroup and the upper

group in the h-th subgroup are non-empty.
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Substituting (5.3) in (5.2) and remembering that
+

M i = Wi/Ri we get5:

Ui =
∑

j

j

−

M i
jNi

Ni

Ri

Wi

. (5.4)

The weight assigned to the j-th subgroup lower mean j

−

M i in (5.4) can be rewritten

as follows:

jNi

Ni

Ri

Wi

=
jNi

Ni

1

Wi

(

∑

h

hRi

)

=
jNi

Ni

1

Wi

(

∑

h

hRi

hWi
hWi

)

=
jNi

Ni





1

Wi





∑

h

1

h

+

M i

hWi







 (5.5)

where we observe that the quantity within square brackets is the reciprocal of the

weighted harmonic mean of the upper means j

+

M i with weights jWi.

Substituting (5.5) into (5.4) we obtain:

Ui =
∑

j

j

−

M i
jNi

Ni

1

Wi





∑

h

1

h

+

M i

hWi





=
∑

j

j

−

M i
jNi

Ni

1

Wi





1Wi

1

+

M i

+ . . . +
cWi

c

+

M i





=
∑

j

∑

h





j

−

M i

h

+

M i





jNi

Ni

hWi

Wi

. (5.6)

The ratio within curve brackets in (5.6) is the point uniformity index (5.1), conse-

quently:

Ui =
∑

j

∑

h

j,hUi
jNi

Ni

hWi

Wi

. (5.7)

5Equation (5.4) can be also obtained from (4.16):

Ui =
∑

j

jUi
jWi

Wi

jNi

Ni

Ri

jRi

=
∑

j

j

−

M i

j

+

M i

jWi

Wi

jNi

Ni

Ri

jRi

=
∑

j

j

−

M i

jWi/jRi

jWi

Wi

jNi

Ni

Ri

jRi

=
∑

j

j

−

M i
jNi

Ni

Ri

Wi

.
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Equation (5.7) points out that the overall uniformity Ui, in correspondence with

the value xi, can be expressed as a weighted average of the uniformities j,hUi since

it is easy to verify that:

∑

j

∑

h

jNi

Ni

hWi

Wi

=
∑

j

jNi

Ni

∑

h

hWi

Wi

= 1.

To our purpose, we now split the second summation in (5.7) by considering on one

hand the value of the index h = j and on the other the (c − 1) indexes h 6= j:

Ui =
∑

j

j,jUi
jNi

Ni

jWi

Wi

+
∑

j

∑

h 6=j

j,hUi
jNi

Ni

hWi

Wi

. (5.8)

The first summation in (5.8) involves all the point uniformity indexes obtained

within the same subgroup while the second one regards the cross ratios j,hUi (h 6= j),

that is the uniformity indexes resulting when the comparison takes place between

the lower mean of the j-th subgroup and the correspondent upper mean of another

subgroup. Consequently the first summation can be interpreted as a measure of the

within subgroups component of the overall uniformity index Ui while the second

one measures the between subgroups contribution.

The decomposition obtained for each of the indexes Ui can be applied to obtain an

analogous decomposition of the overall synthetic uniformity measure (4.13), in fact:

U =
r
∑

i=1

Ui

ni·

N
=
∑

i

∑

j

∑

h

j,hUi
jNi

Ni

hWi

Wi

ni·

N
(5.9)

=
∑

i

∑

j

j,jUi
jNi

Ni

jWi

Wi

ni·

N
+
∑

i

∑

j

∑

h 6=j

j,hUi
jNi

Ni

hWi

Wi

ni·

N
(5.10)

highlighting the within and the between contributions to the overall uniformity.

Example 5.1

Consider the frequency distribution of three groups (j = 1, 2, 3) reported in table

5.1(a).

Tables 5.1(b)-(e) report all the quantities necessary to calculate the point uniformity

indexes j,hUi as defined in (5.1): results are reported in table 5.2.
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(a) nij

subgroup

xi 1 2 3 Tot

1 1 3 2 6

2 2 6 1 9

5 3 8 6 17

6 0 4 4 8

8 4 5 3 12

11 2 3 3 8

12 2 7 5 14

13 3 2 4 9

18 1 9 1 11

20 2 3 1 6

Tot 20 50 30 100

(b) jNi

subgroup

xi 1 2 3 Tot

1 1 3 2 6

2 3 9 3 15

5 6 17 9 32

6 6 21 13 40

8 10 26 16 52

11 12 29 19 60

12 14 36 24 74

13 17 38 28 83

18 18 47 29 94

20 20 50 30 100

(c) jRi

subgroup

xi 1 2 3 Tot

1 20 50 30 100

2 19 47 28 94

5 17 41 27 85

6 14 33 21 68

8 14 29 17 60

11 10 24 14 48

12 8 21 11 40

13 6 14 6 26

18 3 12 2 17

20 2 3 1 6

(d) jQi

subgroup

xi 1 2 3 Tot

1 1 3 2 6

2 5 15 4 24

5 20 55 34 109

6 20 79 58 157

8 52 119 82 253

11 74 152 115 341

12 98 236 175 509

13 137 262 227 626

18 155 424 245 824

20 195 484 265 944

(e) jWi

subgroup

xi 1 2 3 Tot

1 195 484 265 944

2 194 481 263 938

5 190 469 261 920

6 175 429 231 835

8 175 405 207 787

11 143 365 183 691

12 121 332 150 603

13 97 248 90 435

18 58 222 38 318

20 40 60 20 120

Table 5.1: Frequency distribution nij , cumulative frequencies jNi, retro cumulative

frequencies jRi, cumulative sums of units jQi and retro cumulative sums of units

jWi.
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Group 1 Group 2 Group 3

xi 1 2 3 1 2 3 1 2 3 Ui

1 0.10256 0.10331 0.11321 0.10256 0.10331 0.11321 0.10256 0.10331 0.11321 0.10593

2 0.16323 0.16286 0.17744 0.16323 0.16286 0.17744 0.13058 0.13028 0.14195 0.16034

5 0.29825 0.29140 0.34483 0.28947 0.28283 0.33469 0.33801 0.33025 0.39080 0.31471

6 0.26667 0.25641 0.30303 0.30095 0.28938 0.34199 0.35692 0.34320 0.40559 0.31964

8 0.41600 0.37235 0.42705 0.36615 0.32773 0.37588 0.41000 0.36698 0.42089 0.37093

11 0.43124 0.40548 0.47177 0.36653 0.34464 0.40098 0.42326 0.39798 0.46304 0.39479

12 0.46281 0.44277 0.51333 0.43343 0.41466 0.48074 0.48209 0.46122 0.53472 0.45628

13 0.49848 0.45493 0.53725 0.42648 0.38922 0.45965 0.50147 0.45766 0.54048 0.45080

18 0.44540 0.46547 0.45322 0.46662 0.48764 0.47480 0.43698 0.45666 0.44465 0.46862

20 0.48750 0.48750 0.48750 0.48400 0.48400 0.48400 0.44167 0.44167 0.44167 0.47200

Table 5.2: Point uniformity indexes j,hUi (j, h = 1, 2, 3; i = 1, . . . , 10) and, in the

last column, the overall point uniformity indexes Ui.

Consider for example the value 2,2U3 = 0.28283: it derives from a comparison within

the same subgroup (the second one) and can be interpreted by saying that the mean

of the values of the second group no greater than x3 = 5 represents the 28.283%

of the mean of the values (of the second group) no lower than 5. Whereas, the

index 2,3U3 = 0.33469 has been obtained by comparing the lower group (x 6 5) of

the second subgroup with the upper group (x > 5) of the third subgroup; it means

that the correspondent lower mean of the subgroup 2 represents the 33.469% of the

correspondent upper mean in subgroup 3.

The values in the last column of table 5.2 are the overall uniformity point indexes

(5.2); for example:

U3 =

−

M 3

+

M 3

=
Q3

N3

R3

W3
=

109

32

85

920
= 0.31471

denotes that the overall (lower) mean of the values x 6 5 represents the 31.471% of

the overall (upper) mean of the values x > 5.

According to (5.7), each index Ui can be obtained as the weighted average of the
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correspondent j,hUi (j, h = 1, 2, 3) that is the values reported in the correspondent

row of table 5.2; for example:

U3 =1,1U3
1N3

N3

1W3

W3

+ 1,2U3
1N3

N3

2W3

W3

+ . . . + 3,2U3
3N3

N3

2W3

W3

+ 3,3U3
3N3

N3

3W3

W3

=0.29825
6

32

190

920
+ 0.29140

6

32

469

920
+ . . . + 0.33025

9

32

469

920
+ 0.39080

9

32

261

920

=0.31471.

The index Ui can be further decomposed, according to (5.8), into a within and a

between subgroups source: results are reported in table 5.3. In the same table, for

each Ui, the percentage of the within and between components are reported.

within between

xi

∑

j j,jUi
jNi

Ni

jWi

Wi
%

∑

j

∑

h 6=j j,hUi
jNi

Ni

hWi

Wi
% Ui

1 0.04061 38.333 0.06532 61.667 0.10593

2 0.06482 40.426 0.09552 59.574 0.16034

5 0.11933 37.917 0.19538 62.083 0.31471

6 0.12290 38.451 0.19674 61.549 0.31964

8 0.13618 36.713 0.23475 63.287 0.37093

11 0.14467 36.645 0.25012 63.355 0.39479

12 0.17178 37.647 0.28450 62.353 0.45628

13 0.16208 35.955 0.28871 64.045 0.45080

18 0.20216 43.140 0.26646 56.860 0.46862

20 0.17558 37.200 0.29642 62.800 0.47200

Tot 0.13771 38.225 0.22256 61.775 0.36027

Table 5.3: Decomposition of the uniformity indexes Ui according to equation (5.8).

The last row of table 5.3 reports the decomposition of the overall uniformity index

U = 0.36027 according to equation (5.10): it means that, following the approach

here proposed, the overall uniformity is due for the 38.225% to the uniformity within

subgroups and for the 61.775% to the uniformity between subgroups.

15



Decomposition of Zenga’s inequality index I

5.1 Another representation of the uniformity decomposi-

tion

In this section we propose another expression for the decomposition introduced in

the previous section.

Equation (5.8) can also be written as:

Ui =

∑

j j,jUi
jNi

Ni

jWi

Wi
∑

j
jNi

Ni

jWi

Wi

∑

j

jNi

Ni

jWi

Wi

+

∑

j

∑

h 6=j j,hUi
jNi

Ni

hWi

Wi
∑

j

∑

h 6=j
jNi

Ni

hWi

Wi

∑

j

∑

h 6=j

jNi

Ni

hWi

Wi

=W Ui Ai + BUi (1 − Ai) (5.11)

where:

Ai =
∑

j

jNi

Ni

jWi

Wi

(5.12)

denotes the sum of the weights ascribable to the (within) point uniformity indexes

j,jUi while 1−Ai is the whole weight assigned to the uniformity cross indexes j,hUi

(h 6= j) evaluated between two different subgroups.

The appeal of equation (5.11) lies in the representation of the point uniformity index

Ui as the weighted average of two quantities related, respectively, to the within and

between contribution.

An analogous expression holds for the overall uniformity index:

U =
∑

i

Ui

ni·

N

=
∑

i

[WUi Ai + BUi (1 − Ai)]
ni·

N

=

∑

i W Ui Ai
ni·

N
∑

i Ai
ni·

N

∑

i

Ai

ni·

N
+

∑

i BUi (1 − Ai)
ni·

N
∑

i (1 − Ai)
ni·

N

∑

i

(1 − Ai)
ni·

N

=WU A + BU (1 − A) (5.13)

where A =
∑

i Ai
ni·

N
denotes the average of the Ai (equation 5.12) weighted by the

relative frequency of the i-th value and can be thus interpreted as the overall weight

referable to the uniformity indexes evaluated within the same subgroup.
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Conversely 1−A can be perceived as the overall weight ascribable to the uniformity

indexes evaluated between different subgroups.

Example 5.2

Table 5.4 reports the representation of each Ui, evaluated on the frequency distribu-

tion of the three groups of example 5.1, following equation (5.11). The last row of

the table provides the analogous representation for the overall uniformity U as in

equation (5.13).

within between

xi WUi Ai BUi 1 − Ai Ui

1 0.10565 0.38436 0.10611 0.61564 0.10593

2 0.16000 0.40512 0.16057 0.59488 0.16034

5 0.30649 0.38933 0.31995 0.61067 0.31471

6 0.31427 0.39108 0.32309 0.60892 0.31964

8 0.35743 0.38100 0.37924 0.61900 0.37093

11 0.38015 0.38056 0.40378 0.61944 0.39479

12 0.44445 0.38649 0.46373 0.61351 0.45628

13 0.43052 0.37649 0.46304 0.62351 0.45080

18 0.48037 0.42085 0.46009 0.57915 0.46862

20 0.47886 0.36667 0.46803 0.63333 0.47200

WU A BU 1 − A U

0.35361 0.38945 0.36452 0.61055 0.36027

Table 5.4: Decomposition of the uniformity indexes Ui according to equation (5.11).
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It is interesting to consider the situation in which the c subgroups are all equal6 i.e.

we have the replication of the same distribution c times.

In this case the evaluation of an uniformity index within the same subgroup or

between different subgroups leads to the same result:

j,jUi = j,hUi = h,jUi = h,hUi = Ui j, h = 1 . . . , c; i = 1, . . . , r. (5.14)

Moreover:

jNi

Ni

=
jWi

Wi

=
1

c
j = 1 . . . , c; i = 1, . . . , r (5.15)

consequently the within and the between terms in decomposition (5.8) are, respec-

tively:

∑

j

j,jUi
jNi

Ni

jWi

Wi

=
1

c
Ui

∑

j

∑

h 6=j

j,hUi
jNi

Ni

hWi

Wi

=
c − 1

c
Ui

such that the uniformity index Ui is split into two parts according to the following

arguments: the possibile c2 choices of two subgroups from the c given can be sepa-

rated into the c in which we consider two times the same subgroup and the c(c− 1)

couples formed by different subgroups. From equation (5.14) each of the couples

leads to the same uniformity index thus, a share c/c2 = 1/c of the overall uniformity

index Ui is ascribable to the within component and a share c(c − 1)/c2 = (c − 1)/c

is ascribable to the between component. The same discussion holds for the decom-

position of the overall uniformity index reported in equation (5.10).

Now from equation (5.15) we get:

Ai =
∑

j

jNi

Ni

jWi

Wi

=
1

c

6In the table 4.1 of the whole distribution of the c subgroups we have:

nij = nih and ni· = c nij j, h = 1 . . . , c; i = 1, . . . , r.

18



Decomposition of Zenga’s inequality index I

so in equation (5.11) we have:

W Ui =

1

c
Ui

1

c

= Ui BUi =

c − 1

c
Ui

1 −
1

c

= Ui.

and in equations (5.11) and (5.13):

W Ui = BUi = Ui WU = BU =
∑

i

Ui

ni·

N
= U.

In conclusion we observe that in the case of perfect equality of the c subgroups,

decompositions (5.8) and (5.10) depend on c and in particular the shares of the

within and between components are, respectively, 1/c and (c− 1)/c and they tend,

respectively, to 0 and to 1 as the number of the subgroups tends to infinity.

On the other hand the terms W Ui = BUi and W U = BU in equations (5.11) and

(5.13) do not depend on the number c of the subgroups considered; in these expres-

sions the effect of c is switched on the weights Ai and A.

6 The decomposition of the inequality index

The decomposition (5.11) derived in the previous section refers to the point uni-

formity index Ui and can be applied to obtain an analogous decomposition of the

point inequality index Ii:

Ii =1 − Ui = 1 − [WUi Ai + BUi (1 − Ai)]

= (1 − W Ui) Ai + (1 − BUi) (1 − Ai)

=W Ii Ai + BIi (1 − Ai) . (6.1)

On the basis of (6.1) the point inequality index Ii is expressed as weighted average

of the components W Ii = 1 − WUi and BIi = 1 − BUi related, respectively, to the

within and between subgroups contributions to the inequality.

The overall inequality index I = 1 − U can be decomposed in the same way by
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considering (5.13):

I =1 − U = 1 − [WU A + BU (1 − A)]

= (1 − WU) A + (1 − BU) (1 − A)

=W I A + BI (1 − A) . (6.2)

Equation (6.2) represents the overall inequality index I as a weighted average of a

within and a between term.

If we are interested in obtaining an expression that involves the sum of the within

and between terms, instead of their weighted average, a third term comes up and

we have the following decompositions for the point inequality indexes:

Ii = W Ii + BIi − [W Ii (1 − Ai) + BIi Ai] i = 1, . . . , r (6.3)

and for the overall inequality index:

I = W I + BI − [W I (1 − A) + BI A] . (6.4)

We thus observe that in order to obtain the overall inequality index it is necessary to

subtract a non negative term from the sum of the within and between sources: this

term is again a weighted average of W I and BI but the weights are interchanged

with respect to the decomposition (6.2). The presence of the third term in the

decomposition (6.4) is necessary because the sum of the first two should exceed the

value of the overall inequality index I and its maximum value 1−1/N2. For example:

in the particular situation, considered in section 5.1, in which the c subgroups are

all equal we have:

I = (1 − U) < W I + BI = (1 − U) + (1 − U) = 2 (1 − U) .

7 Conclusions and further developments

In this paper we propose a decomposition for the inequality index based on the

ratios between lower and upper arithmetic means proposed by Zenga [2006] in a
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subgroups framework.

The decomposition scheme adopted, at first for the overall uniformity, is different

from the usual one which expects the within component to be a function of the

uniformities (inequalities) evaluated in the subgroups and the between component

to arise as a comparison among some convenient aggregate characteristics of the

subgroups such as the arithmetic means. In particular we defined the point uni-

formity indexes in a way that allows a point comparison either within or between

subgroups. The within and between components are subsequently derived as a

weighted average of these ratios. The choice of this way of proceeding should be

justified by thinking that, in a sense, the kind of inequality index adopted suggests

a subgroups decomposition approach and, in our opinion, our proposal seems to

be easy and convenient for the particular inequality index considered. In fact the

decomposition mainly involves the point uniformity indexes which are crucial in the

definition of the index itself.

Moreover the possibility to express the decomposition as a weighted average of two

terms related, respectively, to the within and to the between contribution should

represent an advantage.

A deeper analysis of the decomposition is needed by means of applications and

comparison with other inequalities index decomposition proposals. For the latter

we are particularly interested in the decomposition of the Gini concentration ratio

proposed by Dagum [1997] which appears to follow an approach close to the one

here proposed and in the three terms decomposition of the normalized family of

indexes H(α) proposed by Zenga [1986].
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